ENGINEERING MATHEMATICS-III
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 -2018)

SEMESTER - I
Subject Code 17MAT31 IA Marks 40
Number of Lecture Hours/Week 04 Exam Marks 60
Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04
Module -1 Teaching
Hours
Fourier Series: Periodic functions, Dirichlet’s condition, FouriSeries of Periodic functions wi| 10Hours
period Z and with arbitrary period 2c, Fourier seriegeén and odd functions, Half range Fourier
Series, practical Harmonic analysis. Complex Fowsggies
Module -2
Fourier Transforms: Infinite Fourier transforms, uker Sine and Cosine transforms, Inve| 10 Hours
transform. Z-transform: Difference equations, badgfinition, z-transform - definition, Standard |z-
transforms, Damping rule, Shifting rule, Initiallva and final value theorems (without proof) and
problems, Inverse z-transform. Applications ofamasforms to solve difference equations.
Module — 3
Statistical Methods: Correlation and rank Correlation coefficients, Region and Regressi| 10 Hours
coefficients, lines of regression - probler@sirve fitting: Curve fitting by the method of least
squares, Fitting of the curves of the form=ax +b,y = ax? + bx + ¢,y = aeP*,y = ax®.
Numerical Methods: Numerical solution of algebraic and transcendeetliations by
Regular-falsi method, Secant method, Newton - Raphsethod and Graphical method.
Module-4
Finite differencess Forward and backward differences, Newton's foowaand backwar| 10 Hours
interpolation formulae. Divided differences-Newtsndivided difference formula. Lagrange’s
interpolation formula and inverse interpolationnfieda.  Central Difference-Stirling’s and Bessel's
formulae (all formulae without proof)-Problemdumerical integration: Simpson’s 1/3, 3/8 rule,
Weddle’s rule (without proof ) -Problems
Module-5
Vector integration: Line integral-definition and problems, surface and volume intis-definition, | 10 Hours

Green'’s theorem in a plane, Stokes and Gauss-@ineegtheorem (without proof) and problems.
Calculus of Variations: Variation of function and Functional, variationpfoblems, Euler’s

equation, Geodesics, minimal surface of revoluti@mging chain, problems

Course outcomes

After Studying this course, students will be alo
Make use of periodic signals and Fourier seriemntlyze circuits

L]
Transform
Analyze discrete-time systems using convolution thiedz-transform

calculate a definite integral

Theorem, Divergence Theorem and Stokes' theoremriaus applications
Solve the simple problem of the calculus of vaoiasi

Explain the general linear system theory for cardims-time signals and systems using the Fol

lllustrate appropriate numerical methods to soligelaraic and transcendental equations and als

Make use of curl and divergence of a vector fumctio three dimensions, as well as apply the Gre

urier

o to

en's




Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttcs under a module.

The students will have to answer 5 full questiaetecting one full question from each module.

Text Books:

1. B. S. Grewal," Higher Engineering Mathematics", Kiha publishers, 42nd edition, 2013.
2. B.V. Ramana "Higher Engineering Mathematics" Ta@z3@vaw-Hill, 2006.

Reference Books:

1. N. P. Bali and Manish Goyal, "A text book of Emgéering mathematics" , Laxmi publications, latest
edition.

2. Kreyszig, "Advanced Engineering Mathematics "th &dition, Wiley.
3. H. K Dass and Er. Rajnish Verma ,"Higher EnginegMathematics”, S. Chand, 1st ed.




ANALOG AND DIGITAL ELECTRONICS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 -2018)
SEMESTER - I

Subject Code 17CS32 IA Marks 40

Number of Lecture Hours/Week 04 Exam Marks 60

Total Number of Lecture Hours 50 Exam Hours 03

CREDITS -04

Module -1

Teaching
Hours

Field Effect Transistors: Junction Field Effect Transistors, MOSFI, Differences between JFE
and MOSFETs, Biasing MOSFETs, FET Applications, C81Devices. Wave-Shaping Circuit
Integrated Circuit(IC) Multivibratorsintroduction to Operational Amplifier : Ideal v/s practical
Opamp, Performance Paramete@perational Amplifier Application Circuits :Peak Detecto
Circuit, Comparator, Active Filters, Non-Linear Alifigr, Relaxation Oscillator, Current-Tg
Voltage Converter, Voltage-To-Current Converter.

Text book 1:- Ch5: 5.2, 5.3, 5.5, 5.8, 5.9, 5.1.Ch113.10.Ch 16: 16.3, 16.4. Ch 17: 7.12, 17.14
17.15, 17.18, 17.19, 17.20, 17.21.)

10 Hours
S:

1

Module -2

The Basic Gate: Review of Basic Logic gat, Positive and Negative Logic, Introduction to HL
Combinational Logic Circuits: Sum-of-Products Method, Truth Table to KarnaughpMRairs
Quads, and Octets, Karnaugh Simplifications, Deaite Conditions, Product-of-sums Meth
Product-of-sums simplifications, Simplification Iuine-McClusky Method, Hazards and Haz
covers, HDL Implementation Models.

Text book 2:- Ch2: 2.4, 2.5. Ch3: 3.2 to 3.11.

10 Hours

nd,
ard

Module — 3

Data-Processing Circuits: Multiplexers, Demultiplexers, -of-16 Decoder, BCD to Deci
Decoders, Seven Segment Decoders, Encoders, BselOft Gates, Parity Generators

mé
Checkers, Magnitude Comparator, Programmable Atmgic, Programmable Logic Arrays, HDL

Implementation of Data Processing Circuits. ArithimdBuilding Blocks, Arithmetic Logic Unit
Flip- Flops: RS Flip-Flops, Gated Flip-Flops, Edge-triggered R3P-FLOP, Edge-triggered I
FLIP-FLOPs, Edge-triggered JK FLIP-FLOPs.

Text book 2:- Ch 4:-4.1t0 4.9, 4.11, 4.12, 4.1406-6.7, 6.10.Ch8:- 8.1 to 8.5.

10 Hours
nd

)

Module-4

Flip- Flops: FLIP-FLOP Timing, JK Masteslave FLIFFFLOP, Switch Contact Bounce Circui
Various Representation of FLIP-FLOPs, HDL Implenagion of FLIP-FLOP Registers: Types of
Registers, Serial In - Serial Out, Serial In - Hafraut, Parallel In - Serial Out, Parallel In arallel
Out, Universal Shift Register, Applications of Shiegisters, Register implementation in HL
Counters: Asynchronous Counters, Decoding Gates, SynchroGousiters, Changing the Count
Modulus.

(Text book 2:- Ch 8: 8.6, 8.8, 8.9, 8.10, 8.13. Ch®1 to 9.8. Ch 10: 10.1 to 10.4)

10 Hours

L.




Module-5

Counters: Decade Counters, Presettable Counters, CountegiDes a Synthesis problem,| 10 Hours
Digital Clock, Counter Design using HDID/A Conversion and A/D Conversion: Variable,
Resistor Networks, Binary Ladders, D/A Convert&r8\ Accuracy and Resolution, A/D Converter-
Simultaneous Conversion, A/D Converter-Counter MdthContinuous A/D Conversion, A/D
Techniques, Dual-slope A/D Conversion, A/D Accuracyl Resolution.
Text book 2:- Ch 10: 10.5to 10.9. Ch 12: 12.1 1®.10

Course outcomes After Studying this course, students will be alo

* Explain the operation of JFETs and MOSFETs , Opmrat Amplifier circuits and their application

* Explain Combinational Logic, Simplification Techmigs using Karnaugh Maps, Quine McClus
technique.

* Demonstrate Operation of Decoders, Encoders, Mekips, Adders and Subtractors, working of Latck
Flip-Flops, Designing Registers, Counters, A/D B8 Converters

* Design of Counters, Registers and A/D & D/A coneest

5Ky

nes,

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttiics under a module.

The students will have to answer 5 full questiaetecting one full question from each module.

Text Books:

1. Anil K Maini, Varsha Agarwal: Electronic Devicasd Circuits, Wiley, 2012.
2. Donald P Leach, Albert Paul Malvino & Goutam &ahigital Principles and Applications"8
Edition, Tata McGraw Hill, 2015

Reference Books:

1. Stephen Brown, Zvonko Vranesic: Fundamentals ofitalid.ogic Design with VHDL, ¥ Edition, Tata
McGraw Hill, 2005.
2. R D Sudhaker Samuel: lllustrative Approach to Ldg&sign, Sanguine-Pearson, 2010.

3. M Morris Mano: Digital Logic and Computer Desigr)™Edition, Pearson, 2008.




DATA STRUCTURES AND APPLICATIONS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 -2018)

SEMESTER - I
Subject Code 17CS33 IA Marks 40
Number of Lecture Hours/Week 04 Exam Marks 60
Total Number of Lecture Hours 5C Exam Hours 03
CREDITS - 04
Module -1 Teaching

Hours

Introduction: Data Structures, Classifications (Primitive Non Primitive), Data structui| 10 Hours
Operations, Review of Arrays, Structures, Self-Refgal Structures, and Unions. Pointers and
Dynamic Memory Allocation Functions. Representatiof Linear Arrays in Memory,
Dynamically allocated array#\rray Operations: Traversing, inserting, deleting, searching, and
sorting. Multidimensional Arrays, Polynomials andaBse MatricesStrings: Basic Terminology
Storing, Operations and Pattern Matching algoritHPmegramming Examples.

Text 1: Ch 1: 1.2, Ch2: 2.2 -2.7

Text2: Ch1:1.1-1.4,Ch3: 3.1-3.3,3.5,3.7, Ch4.1-4.9,4.14

Ref3: Chl1l:14

Module -2

Stacks and Queue 10 Hours
Stacks: Definition, Stack Operations, Array RepresentatimfnStacks, Stacks using Dynanjic
Arrays, Stack Applications: Polish notation, Infiz postfix conversion, evaluation of postfix
expression,Recursion - Factorial, GCD, Fibonacci Sequence, Tower of dilamckerman's

function. Queues:Definition, Array Representation, Queue Operatid@iscular Queues, Circular

gueues using Dynamic arrays, Dequeues, Priorityu€sjeA Mazing Problem. Multiple Stacks and
Queues. Programming Examples.

Text 1: Ch3: 3.1 -3.7
Text 2: Ch6: 6.1 -6.3, 6.5, 6.7-6.10, 6.12, 6.13

Module — 3

Linked Lists: Definition, Representation of linked lists in MergpMemory allocation; Garba¢| 10 Hours
Collection. Linked list operations: Traversing, 8#éng, Insertion, and Deletion. Doubly Linked
lists, Circular linked lists, and header linkedtdisLinked Stacks and Queues. Applications of
Linked lists — Polynomials, Sparse matrix repreggon. Programming Examples
Text 1: Ch4: 4.1 -4.8 except 4.6

Text 2: Ch5: 5.1 -5.10




Module-4

Trees: Terminology, Binary Trees, Properties of Binaryets, Array andinked Representation (| 10 Hours
Binary Trees, Binary Tree Traversals - Inorder, tpater, preorder; Additional Binary tree
operations. Threaded binary trees, Binary Seareksl+ Definition, Insertion, Deletion, Traversal,
Searching, Application of Trees-Evaluation of Exgsien, Programming Examples
Text 1: Ch5: 5.1 -5.5, 5.7

Text2: Ch7:7.1-7.9

Module-5

Graphs: Definitions, Terminologies, Matrix and Adjacendyist Representation Of Grapt 10
Elementary Graph operations, Traversal methodsadheFirst Search and Depth First SearchHours
Sorting and Searching Insertion Sort, Radix sort, Address Calculati@mtSHashing: Hash Tablg
organizations, Hashing Functions, Static and Dyeaashing.Files and Their Organization
Data Hierarchy, File Attributes, Text Files and &in Files, Basic File Operations, File
Organizations and Indexing

Text 1: Ch6: 6.1 —6.2, Ch 7:7.2, Ch 8:8.1-8.3
Text 2: Ch8: 8.1 -8.7, Ch 9:9.1-9.3,9.7,9.9
Reference 2: Ch 16: 16.1 - 16.7

Course outcomes After studying this course, students will be alol

* Explain different types of data structures, operatiand algorithms

* Apply searching and sorting operations on files

* Make use of stack, Queue, Lists, Trees and Grappoblem solving.

* Develop all data structures in a high-level langufg problem solving.

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttics under a module.

The students will have to answer 5 full questiaesecting one full question from each module.

Text Books

1. Fundamentals of Data Structures in C - Ellis Motpand Sartaj Sahni"edition, Universities
Press,2014
2. Data Structures - Seymour Lipschutz, Schaum's @agt]iRevised®1 edition, McGraw Hill, 2014

Reference Books:

1. Data Structures: A Pseudo-code approach with Che@jl& Forouzan, edition, Cengage
Learning,2014

Data Structures using C, , Reema Tharéfaedition Oxford press, 2012

An Introduction to Data Structures with ApplicatisnJean-Paul Tremblay & Paul G. Sorenséh, 2
Edition, McGraw Hill, 2013

4. Data Structures using C - A M Tenenbaum, PHI, 1989

5. Data Structures and Program Design in C - Rdtrrse, 2° edition, PHI, 1996

wn




COMPUTER ORGANIZATION
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 -2018)
SEMESTER - I

Subject Code 17CS3¢ IA Marks 40

Number of Lecture Hours/Week 04 Exam Marks 60

Total Number of Lecture Hours 50 Exam Hours 03

CREDITS - 04

Module -1

Teaching
Hours

Basic Structure of Computers: Basic Operational depts, BusStructures, Performanc-
Processor Clock, Basic Performance Equation, CRate, Performance Measurement. Mach
Instructions and Programs: Memory Location and &ddes, Memory Operations, Instructions
Instruction Sequencing, Addressing Modes, Assemb#nguage, Basic Input and Outp
Operations, Stacks and Queues, Subroutines, Addititnstructions, Encoding of Machin
Instructions

10Hours
ine
and
ut
e

Module -2

Input/Output Organization: Accessing /O Devicedglrupts— Interrupt Hardware, Enabling a
Disabling Interrupts, Handling Multiple Devices, @wlling Device Requests, Exceptions, Dirg
Memory Access, Buses Interface Circuits, Stand@drterfaces — PCI Bus, SCSI Bus, USB.

10 Hours
bCt

Module — 3

Memory System: Basic Concepts, Semicondi RAM Memories, Read Only Memories, Spe
Size, and Cost, Cache Memories — Mapping FunctiBeplacement Algorithms, Performan

10 Hours
ce

Considerations, Virtual Memories, Secondary Starage

Module-4

Arithmetic: Numbers, Arithmetic Operations aCharacters, Addition and Subtraction of Sig
Numbers, Design of Fast Adders, Multiplication ofbsRive Numbers, Signed Opera
Multiplication, Fast Multiplication, Integer Divish, Floating-point Numbers and Operations.

10 Hours
nd

Module-5

Basic Processing Unit: Some Fundamental Concepts, Executf a Complete Instructio
Multiple Bus Organization, Hard-wired Control, Macrprogrammed Control. Pipelinin
Embedded Systems and Large Computer Systems: Basicepts of pipelining, Examples
Embedded Systems, Processor chips for embeddeitatfpis, Simple Microcontroller, Th
structure of General-Purpose Multiprocessors.

10
0, Hours
of
e

Course outcomes After studying this course, students will be alol

* Explain the basic organization of a computer system

lllustrate hardwired control and micro programmedtcol. pipelining, embedded and ot
systems.

Build simple arithmetic and logical units.

Demonstrate functioning of different sub systernshsas processor, Input/output, and memory.
her computing




Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttcs under a module.

The students will have to answer 5 full questiaetecting one full question from each module.

Text Books:

1. Carl Hamacher, Zvonko Vranesic, Safwat Zaky: @atar Organization, 5th Edition, Tata McGraw Hill,
2002. (Listed topics only from Chapters 1, 2, 46,57, 8, 9 and12)

Reference Books:

1. William Stallings: Computer Organization & Architece, d" Edition, Pearson, 2015.




UNIX AND SHELL PROGRAMMING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 -2018)
SEMESTER - llI

Subject Code 17CS3t IA Marks 40

Number of Lecture Hours/Week 03 Exam Marks 60

Total Number of Lecture Hours 40 Exam Hours 03

CREDITS - 03

Module -1

Teaching
Hours

Introduction, Brief history. Unix Components/Arabiture. Features of Unix. The UN
Environment and UNIX Structure, Posix and SingléXapecification. The login prompt. Gene
features of Unix commands/ command structure. Camin@gguments and options. Understand
of some basic commands such as echo, printf, Is, déte, passwd, cal, Combining commar
Meaning of Internal and external commands. The tgramand: knowing the type of a commg
and locating it. The man command knowing more alinik commands and using Unix onlir
manual pages. The man with keyword optar whatis. The more command and using it W
other commands. Knowing the user terminal, displgyiits characteristics and setti
characteristics. Managing the non-uniform behavimfuterminals and keyboards. The root log
Becoming the super user: su command. The /etc/paard /etc/shadow files. Commands to a
modify and delete users.

Topics from chapter 2, 3 and 15 of text book 1,clmer 1 from text book 2

08 Hours
al

ing

ds.

nd

ne

ith

g

in.
dd,

Module -2

Unix files. Naming files. Basic file types/categesi Organization of files. Hidden files. Stand
directories. Parent child relationship. The homeeadory and the HOME variable. Reachi
required files- the PATH variable, manipulating tRATH, Relative and absolute pathnam
Directory commands — pwd, cd, mkdir, rmdir commaridse dot (.) and double dots (..) notatig
to represent present and parent directories arid wkage in relative path names. File reld
commands - cat, mv, rm, cp, wc and od commands.dfifibutes and permissions and know|
them. The Is command with options. Changing fikrnpissions: the relative and absol
permissions changing methods. Recursively charfgsmpermissions. Directory permissions.

Topics from charters 4, 5 and 6 of text book

08 Hours
ng
es.
ns
ted
ing
ute

Module - 3

The vi editor. Basics. The .exrc file. Differenays of invoking and quitting vi. Different modes
vi. Input mode commands. Command mode commands. ekhenode commands. lllustrati
examples Navigation commands. Repeat command.riPaearching. The search and repl
command. The set, map and abbr commands. Simphepéaa using these commands.

The shells interpretive cycle. Wild cards and filame generation. Removing the special mean
of wild cards. Three standard files and redirecti@onnecting commands: Pipe. Splitting t
output: tee. Command substitution. Basic and Exdncbgular expressions. The grep, eg
Typical examples involving different regular exmiess.

Topics from chapters 7, 8 and 13 of text book 1. Tics from chapter 2 and 9 ,10 of text book
2

08 Hours
e
ace

ings
he
rep.




Module-4

Shell programming. Ordinary and environment vagablThe .profile. Read and reado

commands. Command line arguments. exit and exitstaf a command. Logical operators for

conditional execution. The test command and itsrtshb The if, while, for and case contr

statements. The set and shift commands and hangbsgional parameters. The here ( <x )
document and trap command. Simple shell programpbes. File inodes and the inode structure.

File links — hard and soft links. Filters. Head aaitlcommands. Cut and paste commands. The

command and its usage with different options. Timask and default file permissions. Two spectial

files /dev/null and /devitty.
Topics from chapter 11, 12, 14 of text book 1,chagt 17 from text book2

08 Hours

ol

sort

Module-5

Meaning of a process. Mechanism of process credfarent and child process. The ps comn
with its options. Executing a command at a speatifieint of time: at command. Executing
command periodically: cron command and the crorih. Signals. The nice and nohl
commands. Background processes. The bg and fg codimEhe kil command. The fin
command with illustrative example.

Structure of a perl script. Running a perl scrifdriables and operators. String handling functig
Default variables - $_ and $. — representing theeat line and current line number. The raf
operator. Chop() and chomp() functions. Lists arrdys. The @- variable. The splice operal
push(), pop(), split() and join(). File handles dmhdling file — using open(), close() and dig
functions.. Associative arrays — keys and valuections. Overview of decision making log
control structures — the foreach. Regular expressio simple and multiple search patterns.
match and substitute operators. Defining and usifigoutines.

Topics from chapter 9 and 19 of text book 1. TopickBom chapter 11 of reference book 1

08 Hours
a

p

o

ns.
ge
for,
0
p
The

Course outcomes:

After studying this course, students will be aloh

* Explain UNIX system and use different commands.
* Compile Shell scripts for certain functions on €iffnt subsystems.
* Demonstrate use of editors and Perl script writing

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttiics under a module.

The students will have to answer 5 full questiaetecting one full question from each module.

Text Books:

1. Sumitabha Das., Unix Concepts and Applicatiorfs Edition., Tata McGraw Hill

2. Behrouz A. Forouzan, Richard F. Gilberg : UNIX aidell Programming- Cengage Learning — In

Edition. 2009.

dia

Reference Books

1. M.G. Venkatesh Murthy: UNIX & Shell Programmingearson Education.

2. Richard Blum , Christine Bresnahan : Linux Commairg: and Shell Scripting Bible "Edition ,

Wiley,2014.




DISCRETE MATHEMATICAL STRUCTURES
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 -2018)

SEMESTER -l
Subject Code 17CS3¢ IA Marks 40
Number of Lecture Hours/Week 04 Exam Marks 60
Total Number of Lecture Hours 50 Exam Hours 03

CREDITS - 04
Module -1 Teaching
Hours

Fundamentals of Logi¢. Basic Connectives and Truth Tables, Logic Eq@meé— The Laws oil| 10Hours
Logic, Logical Implication — Rules of Inference. idlamentals of Logic contd.: The Use |of
Quantifiers, Quantifiers, Definitions and the Pwof Theorems,
Module -2
Properties of the Integer: Mathematical Induction, The Well Ordering Prifei- Mathematica| 10 Hours
Induction, Recursive Definitions. Principles of @ting. Fundamental Principles of Counting:
The Rules of Sum and Product, Permutations, Cortibivea — The Binomial Theorem,
Combinations with Repetition,.
Module — 3
Relations and Function:: Cartesian Products and Relations, Funct- Plain and On-to-One, | 10 Hours
Onto Functions. The Pigeon-hole Principle, Functi@omposition and Inverse Functions.
Properties of Relations, Computer Recognition -oZ@ne Matrices and Directed Graphs, Patrtial
Orders — Hasse Diagrams, Equivalence Relation®artitions.
Module-4
The Principle of Inclusion and Exclusior. The Principle of Inclusion and Exclusic| 10 Hours
Generalizations of the Principle, Derangements thidg is in its Right Place, Rook Polynomials.
Recurrence Relations: First Order Linear Recurrence Relation, The Sec@rder Linear
Homogeneous Recurrence Relation with Constant ©aeifs,
Module-5
Introduction to Graph Theory : Definitions and Examples, Sub graphs, Complememd Grapl 10
Isomorphism, Vertex Degree, Euler Trails and Cixui Trees Definitions, Properties, and Hours

Examples, Routed Trees, Trees and Sorting, Weightees and Prefix Codes

Course outcomesAfter studying this course, students will be aiole

* Make use of propositional and predicate logic inwledge representation and truth verification.

* Demonstrate the application of discrete structurehfferent fields of computer science.
* Solve problems using recurrence relations and géngrfunctions.

* Apply different mathematical proofs, techniquepinving theorems.

* Compare graphs, trees and their applications.




Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttcs under a module.

The students will have to answer 5 full questiaetecting one full question from each module.

Text Books:

1. Ralph P. Grimaldi: Discrete and Combinatorial Matlagics, , 8 Edition, Pearson Education. 2004.
(Chapter 3.1, 3.2, 3.3, 3.4, Appendix 3, Chapte@i®ypter 4.1, 4.2, Chapter 5.1 to 5.6, Chaptetor714,
Chapter 16.1, 16.2, 16.3, 16.5 to 16.9, and Chdptdr, 14.2, 14.3).

Reference Books:

1. Basavaraj S Anami and Venakanna S Madalli: Disckéa¢hematics — A Concept based approach,
Universities Press, 2016

2. Kenneth H. Rosen: Discrete Mathematics and its isppbns, & Edition, McGraw Hill, 2007.

3. Jayant Ganguly: A Treatise on Discrete Mathemafitaictures, Sanguine-Pearson, 2010.

4. D.S. Malik and M.K. Sen: Discrete Mathematical Stawes: Theory and Applications, Thomson,
2004.

5. Thomas Koshy: Discrete Mathematics with ApplicasioBlsevier, 2005, Reprint 2008.




ANALOG AND DIGITAL ELECTRONICS LABORATORY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 -2018)

SEMESTER - Il
Laboratory Code 17CSL37 IA Marks 40
Number of Lecture Hours/Week 01l + 02P Exam Marks 60
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02

Descriptions (if any’

Any simulation package like MultiSim / P-spice /Eyalent software may be used.

Faculty-in-charge should demonstrate and explandhjuired hardware components and their
functional Block diagrams, timing diagrams etc.d&tots have to prepare a write-up on the same
and include it in the Lab record and to be evahliate

Laboratory Session-1:Write-upon analog components; functional block daag, Pin diagram (i
any), waveforms and description. The same infownaits also taught in theory class; this helps
the students to understand better.

Laboratory Session-2: Write-upon Logic design components, pin diagram dify), Timing
diagrams, etc. The same information is also taulghtheory class; this helps the studentg to
understand better.

Note: TheseTWO Laboratory sessionsare used to fill the gap between theory classek| an
practical sessions. Both sessions are to be eesldat 40 marks as lab experiments.

Laboratory Experiments:

1. a) Design and construct a Schmitt trigger using e for given UTP and LTP valugs
and demonstrate its working.

b) Design and implement a Schmitt trigger usingAdmp using a simulation package for
two sets of UTP and LTP values and demonstrateat&ing.

2.a) Design and construct a rectangular waveform rgéme (Op-Amp relaxation
oscillator) for given frequency and demonstratevibsking.

b) Design and implement a rectangular waveformeg®or (Op-Amp relaxation
oscillator) using a simulation package and dematestihe change in frequency whien

all resistor values are doubled.

3. Design and implement an Astable multivibrator dirausing 555 timer for a given
frequency and duty cycle.

NOTE: hardware and software results need to be acedp

4. Design and implement Half adder, Full Adder, Halfb8actor, Full Subtractor using
basic gates.

5. a) Given a 4-variable logic expression, simplifusing Entered Variable Map and
realize the simplified logic expression using 8:dltiplexer IC.

b) Design and develop the Verilog /VHDL code for &1 multiplexer. Simulate and
verify its working.




6. a) Design and implement code conve [)Binary to Gray (l) Gray to Binary Code using
basic gates.

7. Design and verify the Truth Table of 3-bitiBaGenerator and 4-bit Parity
Checker using basic Logic Gates with an evenphiit

8. a) Realize a J-K Master / Slave FlippFrusing NAND gates and verify its truth
table.

b) Design and develop the Verilog / VHDL code forFlip-Flop with positive-edge

triggering. Simulate and verify it's working.

9. a) Design and implement a mod-n (rss8)chronous up counter using J-K Flip-

Flop ICs and demonstrate its working.
b) Design and develop the Verilog / VHDL code food-8 up counter. Simulate ai
verify it's working.

10. Design and implement an asynchronouster using decade counter IC to

count up from 0 to n (n<=9) and demonstrate ongfremt display (using IC- 7447).

11. Generate a Ramp output waveform usia@@B00 (Inputs are given to DAC
through 1C74393 dual 4-bit binary counter).

Study experiment

12. To study 4-bitALU using IC-74181.

Course outcomes
On the completion of this laboratory course, thelshts will be able to:

* Demonstratearious Electronic Devices like Cathode ray Osstlope, Signal
generators, Digital Trainer Kit, Multimeters andmuonents like Resistors, Capacitors,
Op amp and Integrated Circuit.

* Design and demonstrate various combinational loigauiits.

¢ Design and demonstrate various types of countetsRegisters using Flip-flops
* Make use of simulation package to design circuits.

» Infer the working and implementation of ALU.

Conduction of Practical Examination:

1. All laboratory experiments (1 to 11 nos) are tariduded for practical examination.
2 . Students are allowed to pick one experiment froendh
3. Strictly follow the instructions as printed on tt@ver page of answer script.
4 . Marks distribution:
a) For questions having part a only- Procedure + @otion + Vivals + 70 +15
=100 Marks
b) For questions having part aand b
Part a- Procedure + Conduction + V&:+ 42 +09= 60 Marks
Part b- Procedure + Conduction + Vid@:+ 28 +06= 40 Marks
5. Change of experiment is allowed only once and marlalotted to the procedure
part to be made zero.

DATA STRUCTURES LABORATORY

N

nd

[As per Choice Based Credit System (CBCS) scheme]




(Effective from the academic year 2017 -2018)

SEMESTER - Il
Laboratory Code 17CSL38 IA Marks 40
Number of Lecture Hours/Week 01l + 02P Exam Marks 60
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02

Descriptions (if any)

Implement all the experiments in C Language under inux / Windows environment.

Laboratory Experiments:

1. Design, Develop and Implement a menu driven Prograf for the following Array
operations
a. Creating an Array ol Integer Elements
b. Display of Array Elements with Suitable Headings
C. Inserting an Elemen&(EM) at a given valid PositiolPQS)
d. Deleting an Element at a given valid Positle®S)
e. Exit.
Support the program with functions for ea€tthe above operations.

2. Design, Develop and Implement a Program in C ferftlowing operationsotrings
a. Read a main StringSTR), a Pattern StringRAT) and a Replace StrinREP)
b. Perform Pattern Matching Operation: Find and Replltoccurrences &1AT in
STR with REP if PAT exists inSTR. Report suitable messages in cBgel' does
not exist inSTR
Support the program with functions for eatthe above operations. Don't use
Built-in functions.

3. Design, Develop and Implement a menu driven Progra@for the following operation
on STACK of Integers (Array Implementation of Stack withximum sizeMAX )
a. Pushan Element on to Stack
b. Popan Element from Stack
c. Demonstrate how Stack can be used to ckatindrome
d. Demonstrat®©verflowandUnderflow situations on Stack
e. Display the status of Stack
f. Exit
Support the program with appropriate functionsgfach of the above operations

4. Design, Develop and Implement a Program in C farveating an Infix Expression t
Postfix Expression. Program should support for Ipattenthesized and free parenthesi
expressions with the operatoss: -, *, /, %(Remainder), ~(Power) and alphanumeric
operands

5. Design, Develop and Implement a Program in C ferftilowing Stack Applications
a. Evaluation ofSuffix expressionwith single digit operands and operators:, *,
/, %, »
b. SolvingTower of Hanoi problem withn disks

)

O

zed




6.

Design, Develop and Implement a menu driven Progna@for the following operation
on Circular QUEUE of Characters (Array Implementation of Queue wathximum size
MAX)

a. Insert an Element on to Circular QUEUE

b. Delete an Element from Circular QUEUE

c. Demonstrat®©verflowandUnderflow situations on Circular QUEUE

d. Display the status of Circular QUEUE

e. Exit
Support the program with appropriate functionsgfach of the above operations

10.

11.

Design, Develop and Implement a menu driven Progna@for the following operation
on Singly Linked List (SLL) of Student Data with the fieldstSN, Name, Branch, Sem
PhNo

a. Create &5LL of N Students Data by usirfgpnt insertion.

b. Display the status &LL and count the number of nodes in it

c. Perform Insertion / Deletion at End SEL

d. Perform Insertion / Deletion at Front 8EL(Demonstration of stack)

e. Exit

Design, Develop and Implement a menu driven Progna@for the following operation
on Doubly Linked List (DLL) of Employee Data with the fieldSSN, Name, Dept
Designation, Sal, PhNo

Create &LL of N Employees Data by usirend insertion
Display the status dPLL and count the number of nodes in it
Perform Insertion and Deletion at EndifL

Perform Insertion and Deletion at FrontiifL

Demonstrate how thiBLL can be used d3ouble Ended Queue
Exit

~0oo0Tp

Design, Develop and Implement a Program in C ferfthowing operationsoingly
Circular Linked List (SCLL) with header nodes
a. Represent and Evaluate a Polynorfift,y,z) = 6Xy°z-4yz+3xCyz+2xy’z-2xyZ
b. Find the sum of two polynomiaROLY 1(x,y,z) andPOLY2(x,y,z) and store the
result inPOLYSUM(x,y,2)
Support the program with appropriate functionsgfach of the above operations
Design, Develop and Implement a menu driven Progna@for the following operation
on Binary Search Tree (BST)of Integers
a. Create a BST o Integers: 6, 9, 5, 2, 8, 15, 24, 14, 7,8, 5, 2
b. Traverse the BST in Inorder, Preorder and Pod¢iO
c. Search the BST for a given elemdfEY ) and report the appropriate message
e. Exit

Design, Develop and Implement a Program in C fa fbllowing operations o
Graph(G) of Cities
a. Create a Graph & cities using Adjacency Matrix.
b. Print all the nodeseachable from a given starting node in a digraph us
DFSBFS method

)

)
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12.Given a File ofN employee records with a s&t of Keys(4-digit) which uniguely
determine the records in file. Assume that filé= is maintained in memory by a Hash
Table(HT) ofm memory locations with. as the set of memory addresses (2-digit) of
locations in HT. Let the keys id and addresses In are Integers. Design and develop a
Program in C that uses Hash functibh K -L as HK)=K mod m (remainder
method), and implement hashing technique to mapem&eyK to the address spate

Resolve the collision (if any) usirdigear probing.

Course outcomes
On the completion of this laboratory course, thueletts will be able to:

* Analyze and Compare various linear and non-linesa dtructures

* Develop, analyze and evaluate the searching atidgalgorithms
* Choose the appropriate data structure for solaagyworld problems

* Demonstrate the working nature of different typedaia structures and their applications

Conduction of Practical Examination:

1. Alllaboratory experimentsSTWELVE nos) are to be included for practical examination.
2. Students are allowed to pick one experiment froendh
3. Strictly follow the instructions as printed on th@&ver page of answer script
4. Marks distribution: Procedure + Conduction + Viia+ 70 +15 (100)
5. Change of experiment is allowed only once and markalotted to the procedure part
to be made zero.
ENGINEERING MATHEMATICS-IV
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 -2018)
SEMESTER - IV
Subject Code 17MAT41 IA Marks 40
Number of Lecture Hours/Week 04 Exam Marks 60
Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04
Module 1 Teaching
Hours
Numerical Methods: Numerical solution of ordinary differential equatgof first| 10 Hours

order and first degree, Picard’s method, Tayloeses method, modified Euler
method, Runge-Kutta method of fourth order. Milneged Adams-Bashfort
predictor and corrector methods (No derivationfoaiulae). Numerical solution @
simultaneous first order ordinary differential efjoias, Picard’s method, Rung
Kutta method of fourth order

S
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Module 2

Numerical Methods: Numerical solution of second order ordinary difatial
equations, Picard’s method, Runge-Kutta method Kilde’s method. Special
Functions: Bessel’s functions- basic properties, recurremtations, orthogonality
and generating functions. Legendre’s functions - Legendre’s polynomial

Rodrigue’s formula, problems.

10 Hours

Module 3




Complex Variables: Function of a complex variable, limits, continyifyl0 Hours
differentiability,. Analytic functions-Cauchy-Riema equations in Cartesian and
polar forms. Properties and construction of analyfiinctions. Complex ling
integrals-Cauchy’s theorem and Cauchy’s integnahfda, Residue, poles, Cauchy’
Residue theorem with proof and problem3ransformations: Conformal
transformations, discussion of transformatiens: z2,w = e?,w = z + (a?/z)
and bilinear transformations.

S

Module 4

Probability Distributions: Random variables (discrete and continuous), ptibityalh 10 Hours
functions. Poisson distributionsgeometric distribution, uniform distribution,
exponential and normal distributions, Problerdsint probability distribution:
Joint Probability distribution for two variablespectation, covariance, correlation
coefficient.

Module 5

Sampling Theory: Sampling, Sampling distributions, standard errmst of| 10 Hours
hypothesis for means and proportions, confidengetdi for means, student’s -
distribution, Chi-square distribution as a tesgobdness of fitStochastic process
Stochastic process, probability vector, stochastatrices, fixed points, regular
stochastic matrices, Markov chains, higher tramsipirobability.

Course OutcomesAfter studying this course, students will be alole t

* Make use of appropriate numerical methods to silseand second order ordinary
differential equations.

* Apply Bessel's and Legendre's function which o&teses when a problem possesses
axial and spherical symmetry, such as in quantuichar@cs, electromagnetic theory,
hydrodynamics and heat conduction.

» Define and prove Cauchy’s theorem and its consempseimcluding Cauchy's integral
formula.

» Find out residues and apply the residue theoreswatuate integrals.

» Analyze, interpret, and evaluate scientific hypstseand theories using rigorous
statistical methods.

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questi@etecting one full question from each
module.

Text Books:

1. B.V.Ramana "Higher Engineering Mathematics" TataQ@viow-Hill, 2006.
2. B.S. Grewal,” Higher Engineering Mathematics”, iKha publishers, 42 edition, 2013.

Reference Books:

1. N P Bali and Manish Goyal, "A text book of Engaming mathematics" , Laxmi
publications, latest edition.

2. Kreyszig, "Advanced Engineering Mathematics "9th edition, Wiley, 2013.

3. H. K Dass and Er. RajnishVerma, "Higher Engineefitathematics”, S. Chand$'&d,




2011.




OBJECT ORIENTED CONCEPTS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 -2018)
SEMESTER - IV

Subject Code 17CS42 IA Marks 40
Number of Lecture Hours/Week 03 Exam Marks 60
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03
Module 1 Teaching
Hours

Introduction to Object Oriented Concepts: 08 Hours
A Review of structures, Procedu@rented Programming system, Object Orien
Programming System, Comparison of Object Orientadguage with C, Console

I/O, variables and reference variables, Functiastd®yping, Function Overloading.

Class and Objects:Introduction, member functions and data, objents fanctions,

objects and arrays, Namespaces, Nested classesty@dors, Destructors.

Textbook1:Ch1:1.1 t01.9Ch2:2.1t02.6 Ch4.1t04.2

Module 2

Introduction to Java: Java’'s magic: the Byte code; Java Development(HXK); | 08 Hours

the Java Buzzwords, Object-oriented programminggp®& Java programs. Data

types, variables and arrays, Operators, ControéSiants.
Text book 2: Ch:1 Ch: 2 Ch:3 Ch:4 Ch:5

Module 3

Classes, Inheritance, Exceptions, Packages and Interface: Classes: Classe
fundamentals; Declaring objects; Constructors, #egword, garbage collectio
Inheritance: inheritance basics, using super, creating mwll&ierarchy, metho

overriding. Exception handling: Exception handling in Java. Packages, Acc

Protection, Importing Packages, Interfaces.
Text book 2: Ch:6 Ch: 8 Ch:9 Ch:10

28 Hours
n.

0l
ess

Module 4

Multi Threaded Programming, Event Handling: Multi Threaded Programming
What are threads? How to make the classes threadatiixtending threads
Implementing runnable; Synchronization; Changingtestof the thread; Boundg
buffer problems, read-write problem, producer comsu problems. Event
Handling: Two event handling mechanisms; The delegation tewesdel; Event
classes; Sources of events; Event listener intesfatlsing the delegation eve
model; Adapter classes; Inner classes.

Text book 2: Ch 11: Ch: 22

):08 Hours

ol

nt

Module 5

The Applet Class Introduction, Two types of Applets; Applet basidpplet
Architecture; An Applet skeleton; Simple Applet glsy methods; Requestir
repainting; Using the Status Window; The HTML APHLEag; Passing paramete
to Applets; getDocumentbase() and getCodebase();let@pntext ang
showDocument(); The AudioClip Interface; The Apfieetb Interface;Output to th

08 Hours

g
rs

Console. Swings: Swings: The origins of Swing; Two key Swing feasjr




Components and Containers; The Swing PackagesmplesiSwing Application
Create a Swing Applet; Jlabel and Imagelcon; JlielddHhe Swing Buttons;
JTabbedpane; JScrollPane; JList; JComboBox; JTable.
Text book 2: Ch 21: Ch: 29 Ch: 30

Course OutcomesAfter studying this course, students will be alole t

» Explain the object-oriented concepts and JAVA.
» Develop computer programs to solve real world protd in Java.
» Develop simple GUI int erfaces for a computer paogito interact with users, and to
comprehendthe event-based GUI handling principles using Appand swings.
Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questiaetecting one full question from each
module.

Text Books:

1. Sourav Sahay, Object Oriented Programming with G+ Ed, Oxford University
Press,2006
(Chapters 1, 2, 4)
2. Herbert Schildt, Java The Complete Reference, @ttida, Tata McGraw Hill, 2007.
(Chapters 1, 2, 3, 4,5, 6, 8, 9,10, 11, 21, 2230»
Reference Book:

1. Mahesh Bhave and Sunil Patekar, "Programming vaitta'J First Edition, Pearson
Education,2008, ISBN:9788131720806

2. Herbert Schildt, The Complete Reference C##) Edition, Tata McGraw Hill,
2003.
3. Stanley B.Lippmann, Josee Lajore, C++ Primer, Ethtion, Pearson Education, 2005.
4. Rajkumar Buyya,S Thamarasi selvi, xingchen chu,e€tbpriented Programming with
java,

Tata McGraw Hill education private limited.
5. Richard A Johnson, Introduction to Java Programmamgi OOAD, CENGAGE
Learning.
6. E BalagurusamyRProgramming with Java A primer, Tata McGraw Hilhgoanies.

Note: Every institute shall organize a bridge orgaize on C++ either in the vacation or in
the beginning of even semester.




DESIGN AND ANALYSIS OF ALGORITHMS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 -2018)
SEMESTER - IV

Subject Code 17CS43 IA Marks 40
Number of Lecture Hours/Week 04 Exam Marks 60
Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04
Module 1 Teaching
Hours

Introduction: What is an Algorithm (T2:1.1), Algorithm Specificatior(T2:1.2), Analysis | 10 Hours
Framework (T1:2.1), Performance Analysis Space complexity, Time complexity
(T2:1.3). Asymptotic Notations: Big-Oh notation ©), Omega notatiorc¥), Theta notation
(®), and Little-oh notationd), Mathematical analysis of Non-Recursive and reigar
Algorithms with Examples(T1:2.2, 2.3, 2.4).Important Problem Types: Sorting,

Searching, String processing, Graph Problems, Quahdnial ProblemsFundamental

Data Structures: Stacks, Queues, Graphs, Trees, Sets and Dictisn@riel.3,1.4)

Module 2

Divide and Conquer: General method, Binary search, Recurrence equédiodivide anc | 10 Hours
conquer, Finding the maximum and minimi2:3.1, 3.3, 3.4) Merge sort, Quick sort
(T1:4.1, 4.2) Strassen’s matrix multiplicatiofT 2:3.8), Advantages and Disadvantages pf
divide and conquebDecrease and Conquer ApproachTopological Sort(T1:5.3)

Module 3

Greedy Method: General method, Coin Change Problem, Knapsack &mwgblok | 10 Hours
sequencing with deadlined2:4.1, 4.3, 4.5).Minimum cost spanning trees: Prim’s
Algorithm, Kruskal’'s Algorithm(T1:9.1, 9.2) Single source shortest pathsDijkstra's
Algorithm (T1:9.3). Optimal Tree problem: Huffman Trees and Code§l'1:9.4).
Transform and Conquer Approach: Heaps and Heap Sdift1:6.4).

Module 4

Dynamic Programming: General method with Examples, Multistage Gra(T2:5.1, | 10 Hours
5.2). Transitive Closure: Warshall's Algorithm, All Pairs Shortest Paths: Floyd's
Algorithm, Optimal Binary Search Trees, Knapsacsbtem ((T1:8.2, 8.3, 8.4) Bellman-
Ford Algorithm (T2:5.4), Travelling Sales Person probleffi2:5.9), Reliability design
(T2:5.8).

Module 5

Backtracking: General metho(T2:7.1), N-Queens problen(T1:12.1), Sum of subse! | 10 Hours
problem(T21:12.1), Graph coloring(T2:7.4), Hamiltonian cyclegT2:7.5). Branch and

Bound: Assignment Problem, Travelling Sales Person proiEm12.2), 0/1 Knapsack
problem (T2:8.2, T1:12.2): LC Branch and Bound solutiofi2:8.2), FIFO Branch and
Bound solution(T2:8.2). NP-Complete and NP-Hard problems:Basic concepts, non-
deterministic algorithms, P, NP, NP-Complete, aftitiard classefl2:11.1).

Course OutcomesAfter studying this course, students will be alole t

» Describe computational solution to well known pesbk like searching, sorting etc.
» Estimate the computational complexity of differatgorithms.
» Develop an algorithm using appropriate designagiias for problem solving.




Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questiaetecting one full question from each
module.

Text Books:

T1.Introduction to the Design and Analysis of Algonits, Anany Levitin:, 2rd Edition
2009. Pearson.
T2.Computer Algorithms/C++, Ellis Horowitz, Satraj $&tand Rajasekaran, 2nd Editid
2014, Universities Press
Reference Books:

1. Introduction to Algorithm: Thomas H. Cormen, Charles E. Leiserson, Ronal {ef]
Clifford Stein, 3rd Edition, PHI

2. Design and Analysis of Algorithms , S. Sridhar, @xf (Higher Education)




MICROPROCESSORS AND MICROCONTROLLERS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 -2018)
SEMESTER - IV

Subject Code 17CS44 IA Marks 40

Number of Lecture Hours/Week 04 Exam Marks 60

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Module 1 Teaching

Hours

The x86 microprocessor:Brief history of the x86 family, Inside the 8088/86L0 Hours

Introduction to assembly programming, Introductitin Program Segments, The

Stack, Flag register, x86 Addressing ModAssembly language programming:

Directives & a Sample Program, Assemble, Link & Rauprogram, More Sample

programs, Control Transfer Instructions, Data Typesl Data Definition, Full

Segment Definition, Flowcharts and Pseudo code.

Textbook 1: Ch1:1.1 to1.7,Ch 2:2.1to 2.7

Module 2

x86: Instructions sets descriptionArithmetic and logic instructions and | 10 Hours

programs: Unsigned Addition and Subtraction, Unsigned Muitation and

Division, Logic Instructions, BCD and ASCII convens, Rotate InstructiondNT

21H and INT 10H Programming : Bios INT 10H Programming , DOS Interrujpt

21H. 8088/86 Interrupts, x86 PC and Interrupt Assignment

Text book 1: Ch 3: 3.1t0 3.5,Ch 4: 4.1 , 4.2 Chtay 14: 14.1 and 14.2

Module 3

Signed Numbers and Strings: Signed number Arithmetic Operations, String0 Hours

operations.Memory and Memory interfacing: Memory address decodindata

integrity in RAM and ROM, 16-bit memory interfacing255 /O programming:

I/O addresses MAP of x86 PC’s, programming andfateng the 8255.

Text book 1: Ch 6: 6.1, 6.2. Ch 10: 10.2, 10.4, 50Ch 11: 11.1to 11.4

Module 4

Microprocessors versus MicrocontrolleSRM Embedded Systems The RISC| 10 Hours

design philosophy, The ARM Design Philosoplsmbedded System Hardware,

Embedded System Softwar@RM Processor Fundamentals :Registers Current

Program Status Register , Pipeline, Exceptiongriapts, and the Vector Table ,

Core Extensions

Text book 2:Ch 1:1.1to 1.4, Ch 2:2.1t0 2.5

Module 5

Introduction to the ARM Instruction Set : Data Processing Instruction®ranch| 10 Hours

Instructions, Software Interrupt Instructior®sogram Status Register Instructions,

Coprocessor Instructionspading Constants, Simple programming exercises.

Text book 2: Ch 3:3.1 to 3.6 ( Excluding 3.5.2)

Course OutcomesAfter studying this course, students will be alole t

Differentiate between microprocessors and micraotlets
Develop assembly language code to solve problems




» Explain interfacing of various devices to x86 fayrahd ARM processor
» Demonstrate interrupt routines for interfacing desi
Question paper pattern:
The question paper will have ten questions.
There will be 2 questions from each module.
Each question will have questions covering allttpcs under a module.
The students will have to answer 5 full questiaetecting one full question from each
module.
Text Books:
1. Muhammad Ali Mazidi, Janice Gillispie Mazidi, DanBausey, The x86 PC Asseml
Language Design and Interfacing! Bdition, Pearson, 2013.
2. ARM system developers guideAndrew N Sloss, Dominic Symes and Chris Wrig
Elsevier,Morgan Kaufman publishers, 2008
Reference Books:
1. Douglas V. Hall: Microprocessors and InterfacingvRed 2° Edition, TMH, 2006.
2. K. Udaya Kumar & B.S. Umashankar : Advanced Micom@ssors & IBM-PC Assembl
Language Programming, TMH 2003.
3. Ayala: The 8086 Microprocessor: programming andrfacing - 1st edition, Cengage
Learning
4. The Definitive Guide to the ARM Cortex-M3, by Jobkeliu, 2nd Edition , Newnes
2009
5. The Insider’s Guide to the ARM7 based microconénsl) Hitex Ltd., edition, 2005
ARM System-on-Chip Architecture, Steve Furber, $eckdition, Pearson, 2015
7. Architecture, Programming and Interfacing of Lownao Processors- ARM7, Cortex-

o

and MSP430, Lyla B Das Cengage Learnirig Etlition

y
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SOFTWARE ENGINEERING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 -2018)
SEMESTER - IV

Subject Code 17CS45 IA Marks 40
Number of Lecture Hours/Week 04 Exam Marks 60
Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04
Module 1 Teaching
Hours

Introduction : Software Crisis, Need for Software Engineeringof@&ssional 12 Hours
Software Development, Software Engineering Etl@ase Studies.

Software ProcessesModels: Waterfall Mode(Sec 2.1.1)Incremental Mode{Sec
2.1.2)and Spiral Mode{Sec 2.1.3)Process activities.

Requirements Engineering Requirements Engineering Procesg&hap 4).
Requirements Elicitation and Analys{§ec 4.5).Functional and non-functiona
requirements (Sec 4.1) The software Requirements Docume(fec 4.2)
Requirements Specification(Sec 4.3) Requirements validation(Sec 4.6)
Requirements Manageme(8ec 4.7)

Module 2

System Model: Context model¢Sec 5.1. Interaction model§Sec 5.2. Structural| 11 Hours
models(Sec 5.3) Behavioral modeléSec 5.4) Model-driven engineerin(Sec 5.5)
Design and Implementation Introduction to RUP(Sec 2.4) Design Principles
(Chap 17) Object-oriented design using the UM&ec 7.1) Design patterngSec
7.2). Implementation issué¢Sec 7.3) Open source developme&ec 7.4)

Module 3

Software Testing Development testingSec 8.1, Test-driven developmer{Sec| 9 Hours
8.2), Release testin(Hec 8.3) User testindSec 8.4) Test Automatior{fPage no42,
70,212, 231,444,695

Software Evolution: Evolution processetSec 9.1) Program evolution dynamigs
(Sec 9.2) Software maintenanc¢&ec 9.3) Legacy system managemégec 9.4)

Module 4

Project Planning: Software pricingSec 23.1. Plan-driven developmef®ec 23.Z. | 10 Hours
Project scheduling(Sec 23.3) Estimation techniques(Sec 23.5) Quality
management Software quality(Sec 24.1) Reviews and inspectionSec 24.3)
Software measurement and met(iec 24.4) Software standardSec 24.2)

Module 5

Agile Software Development Coping with ChangéSec 2.3, The Agile Manifesto] 8 Hours
Values and Principles. Agile methods: SCRUM (R&hé SCRUM Primer, Ver
2.0") and Extreme Programmin@ec 3.3) Plan-driven and agile developméBiec
3.2). Agile project manageme(®ec 3.4), Scaling agile method$ec 3.5)

Course OutcomesAfter studying this course, students will be alole t

» Design a software system, component, or proceseat desired needs within realistic
constraints.
» Assess professional and ethical responsibility




* Function on multi-disciplinary teams
* Make use of techniques, skills, and modern enging¢ools necessary for engineering
practice
» Comprehend software systems or parts of softwastes)s
Question paper pattern:
The question paper will have ten questions.
There will be 2 questions from each module.
Each question will have questions covering allttpcs under a module.
The students will have to answer 5 full questiaetecting one full question from each
module.
Text Books:
1. lan Sommerville: Software Engineering, 9th Editi®earson Education, 2012.
(Listed topics only from Chapters 1,2,3,4, 5, 79823, and 24)
2. The SCRUM Primer, Ver 2.C
http://www.goodagile.com/scrumprimer/scrumprimepa.
Reference Books:
1. Roger S. Pressman: Software Engineering-A Pragét®approach, 7th Edition, Tata
McGraw Hill.
2. Pankaj Jalote: An Integrated Approach to Softwargieering, Wiley India
Web Reference for eBooks on Agile:
1. http://agilemanifesto.org/
2. http://www.jamesshore.com/Agile-Book/




DATA COMMUNICATION
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 -2018)
SEMESTER - IV

Subject Cod 17CSA4t IA Marks 4

C

Number of Lecture Hours/We 04 Exam Mark: 6

C

Total Number of Lecture Hot 5C Exam Hour 0

3

CREDITS - 04

Contents

Teaching
Hours

Module 1

Introduction: Data Communications, Networks, Network Types, im¢History, Standarc
and AdministrationNetworks Models Protocol Layering, TCP/IP Protocol suite, Thel(
model, Introduction to Physical Layer-1: Data and SignaldDigital Signals, Transmissio
Impairment, Data Rate limits, Performandeigital Transmission: Digital to digital
conversion (Only Line coding: Polar, Bipolar andridbester coding).

10 Hours
DS
n

Module 2

Physical Layel-2: Analog to digital conversion (only PCM), TransmissiModes,Analog
Transmission Digital to analog conversiorBandwidth Utilization: Multiplexing and
Spread Spectrungwitching: Introduction, Circuit Switched Networks and Packwitching.

10 Hours

Module 3

Error Detection and Correction: Introduction, Block codingCyclic codes, Checksu
Forward error correctignData link control: DLC services, Data link layer protoco
HDLC, and Point to Point protocol (Framing, Traimsitphases only).

10 Hours

n

Module 4

Media Access contrc; Random Access, Controlled Accesd Channelizatiol

Wired LANs Ethernet: Ethernet Protocol, Standard Ethernet, Fast B#terGigabit
Ethernet and 10 Gigabit Ethern&¥jreless LANSs: Introduction, IEEE 802.11 Project a
Bluetooth.

10 Hours

nd

Module 5

Other wireless Networks WIMAX, Cellular Telephony, Satellite networksNetwork
layer Protocols : Internet Protocol, ICMPv4,Mobile IPNext generation IP. IPv6

10 Hours

addressing, The IPv6 Protocol, The ICMPVv6 Protacml Transition from IPv4 to IPv6.

Course OutcomesAfter studyingthis course, students will be abl

lllustrate basic computer network technology.
Identify the different types of network topologigsd protocols.
List and explain the layers of the OSI model andPIE model.

Demonstrate subnetting and routing mechanisms.

Comprehend the different types of network devicestaeir functions within a network

Question paper pattern

The question paper will have ten questic

There will be 2 questions from each module.

Each question will have questions covering allttiics under a module.

The students will have to answer 5 full questiaedecting one full question from each

module.

Text Book:

Behrouz A. Forouzan, Data Communications and Nedwgr5E, ™ Edition, Tata McGrav-

(Chapters 1.1 to 1.5, 2.1 to 2.3, 3.1, 3.3 to 8.6,t0 4.3, 5.1, 6.1, 6.2, 8.1 t0 8.3, 10.1

Hill, 2013.
to 1aB1 to




11.4,12.1t012.3,13.1t0 13.5, 15.1t0 15.31 16.16.3, 19.1 to 19.3, 22.1 to 2:

Reference Books:

1. Alberto Leor-Garcia and Indra Widjaja: Communication Netwo- Fundamental Concepts a
Key architectures, 2nd Edition Tata McGraw-Hill,020
2. William Stallings: Data and Computer Communicatigth Edition, Pearson Education, 2007.

3. Larry L. Peterson and Bruce S. Davie: Computer Ndta/— A Systems Approach, 4th  Editig
Elsevier, 2007.

4. Nader F. Mir: Computer and Communication NetwoFsarson Education, 2007




DESIGN AND ANALYSIS OF ALGORITHM LABORATORY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 -2018)
SEMESTER - IV

Subject Code 17CSL47 IA Marks 40
Number of Lecture Hours/Week 011+02P Exam Marks 60
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02
Description

Design, develop, and implement the specified atlgors for the following problems using Java langu
under LINUX /Windows environment.Netbeans/EclipB& Itool can be used for development and
demonstration.

Experiments

1

A

Create a Java class calStudenwith the following details as variables withir

(i) USN

(i) Name

(iif) Branch

(iv) Phone
Write a Java program to creat®udent objects and print the USN, Name, Branch, and
Phoneof these objects with suitable headings.

Write a Java program to implement the Stack usirrgya. Write Push(), Pop(), a
Display() methods to demonstrate its working.

Design a superclass callStaff with details as Staffld, Name, Phone, Salary. Exttis
class by writing three subclasses nam&Baching (domain, publications)Technical
(skills), andContract (period). Write a Java program to read and displajeast 3taff
objects of all three categories.

Write a Java class callcCustome to store their name and date_of birth. The datevidh

format should be dd/mm/yyyy. Write methods to reaglstomer data as <name,

dd/mm/yyyy> and display as <name, dd, mm, yyyy>ngsiStringTokenizer clasg
considering the delimiter character as “/".

Write a Java program to read two inteca anch. Computea/b and print, whertb is not
zero. Raise an exception whiers equal to zero.

Write a Java program that implements a multi-thrapglication that has three thread

S.

First thread generates a random integer for evesecbnd; second thread computes the

square of the number andprints; third thread wititthe value of cube of the number.

Sort a given set n integer elements usirQuick Sort method and compute its time complex
Run the program for varied valuesrof 5000 and record the time taken to sort. Ploglgiof the
time taken versuson graph sheet. The elements can be read frora arfitan be generated usin
the random number generator. Demonstrate usinghtavdhe divide-and-conquer method work
along with its time complexity analysis: worst caaeerage case and best case.

Sort a given set (n integer elements usirMerge Sort method and compute its time complex
Run the program for varied valuesroef 5000, and record the time taken to sort. Plotagly of
the time taken versuson graph sheet. The elements can be read frome arfitan be generate




using the random numk generator. Demonstrate using Java how the c-anc-conquer metho
works along with its time complexity analysis: wiocase, average case and best case.

6 Implement in Java, th0/1 Knapsackproblem using (a) Dynamic Programming methoc
Greedy method.

7 From a given vertex in a weighted connected gréipl, shortest paths to other vertices us
Dijkstra's algorithm . Write the program in Java.

8 Find Minimum Cost Spanning Tree of a given conrgéctedirected graph usir
Kruskal'salgorithm. Use Union-Find algorithms in your program.

9 Find Minimum Cost Spanning Tree of a given conrebctedirected graph usir
Prim's algorithm .

10 | Write Java programs |
(a) Implement All-Pairs Shortest Paths problemgifiloyd's algorithm.

(b) ImplementTravelling Sales Person problemusing Dynamic programming.

11 | Design and implement in Java to findsabsetof a given seS = {S|, ,.....,S} of n positive
integers whose SUM is equal to a given positivegatd. For example, if S ={1, 2, 5, 6, 8} anc
d= 9, there are two solutions {1,2,6}and {1,8}. Diap a suitable message, if the given problg
instance doesn't have a solution.

12 | Design and implement in Java to find lddmiltonian Cyclesin a connected undirected Graph

of n vertices using backtracking principle.

Course OutcomesThe students should be able to:

Design algorithms using appropriate design teclasdbrute-force, greedy, dynamic
programming, etc.)

Develop variety of algorithms such as sorting, regdated, combinatorial, etc., in a high level
language.

Analyze and compare the performance of algorithsiisguianguage features.

Apply and implement learned algorithm design teqghas and data structuresto solve
real-world problems.

Conduction of Practical Examination:

All laboratory experiments (Twelve problems) ard&included for practical
examination. Students are allowed to pick one exypatt from the lot.

To generate the data set use random number gentnattion.

Strictly follow the instructions as printed on tt@ver page of answer script for
breakup of marks

Marks distribution: Procedure + Conduction + Viva: 15 + 70 + 15 (100). Change
of experiment is allowed only once and marks allo#td to the procedure

m



MICROPROCESSOR AND MICROCONTROLLER LABORATORY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 -2018)

SEMESTER - IV

Subject Code 17CSL48 IA Marks 40
Number of Lecture Hours/Week 011+02P Exam Marks 60
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02
Description

Demonstration and Explanation hardware componerttd-aculty i-charge should explain 80i
architecture, pin diagram in one slot. The secdoi the Faculty in-charge should explain instroctset
types/category etc. Students have to prepare a-upiton the same and include it in the Lab recodita
be evaluated.

Laboratory Session-1: Write-up on Microprocess8@86 Functional block diagram, Pin diagram and
description. The same information is also taughh@ory class; this helps the students to undetstan
better.

Laboratory Session-2: Write-up on Instruction grotiming diagrams, etc. The same information $®:
taught in theory class; this helps the studentstierstand better.

Note: These TWO Laboratory sessions are used tbdilgap between theory classes and practical
sessions. Both sessions are evaluated as lab mvgresi for 20 marks.

=

Experiments

» Develop and execute the following programs usinge88ssembly Language. Any

suitable assembler like MASM/TASM/8086 kit or arguéevalent software may be used.

* Program should have suitable comments.

* The board layout and the circuit diagram of therifatce are to be provided to the studs
during the examination.

» Software Required: Open source ARM Developmentqtat, KEIL IDE and Proteus fo
simulation

3%
-]
—

SOFTWARE PROGRAMS: PART A

1. Design and develop an assembly language prograeetch a key element “X” in a list of *
16-bit numbers. Adopt Binary search algorithm imyprogram for searching.

2. Design and develop an assembly program to sosemgiet of ‘n’ 16-bit numbers in ascending
order. Adopt Bubble Sort algorithm to sort giveareénts.

3. Develop an assembly language program to reveraeen gtring and verify whether it is a
palindrome or not. Display the appropriate message.

4. Develop an assembly language program to computeisi@g recursive procedure. Assume th;
‘n’ and ‘r’ are non-negative integers.

5. Design and develop an assembly language prograeatbthe current time and Date from the
system and display it in the standard format orstireen.

6. To write and simulate ARM assembly language progréondata transfer, arithmetic and
logical operations (Demonstrate with the help stigable program).

7. To write and simulate C Programs for ARM micropsm using KEIL (Demonstrate with the
help of a suitable program)
Note : To use KEIL one may refer the book: Insidr's Guide to the ARM7 based




microcontrollers, Hitex Ltd.,1% edition, 2005

HARDWARE PROGRAMS: PART B

10.

11.

12.
13.

Study Experiments:

1.

2.
3.

a. Design and develop an assembly program to deratsm8CD U]-Down Countel(0G-99) on
the Logic Controller Interface.
b. Design and develop an assembly program to headtatus of two 8-bit inputs (X & Y) from
the Logic Controller Interface and display X*Y.
Design and develop an assembly program to dispkssages “FIRE” and “HELP” alternately
with flickering effects on a 7-segment display ifaee for a suitable period of time. Ensure|a
flashing rate that makes it easy to read both tleesages (Examiner does not specify these
delay values nor is it necessary for the studenbtopute these values).
Design and develop an assembly program to driveéepp®r Motor interface and rotate th
motor in specified direction (clockwise or countdémekwise) by N steps (Direction and N af
specified by the examiner). Introduce suitable yldlatween successive steps. (Any arbitrg
value for the delay may be assumed by the student).
Design and develop an assembly language program to
a. Generate the Sine Wave using DAC interface (Thpuiuif the DAC is to be displayed
on the CRO).
b. Generate a Half Rectified Sine waveform using tWeCDOnterface. (The output of the
DAC is to be displayed on the CRO).
To interface LCD with ARM processor-- ARM7TDMI/LPQ28. Write and execute program
in C language for displaying text messages and eusmn LCD
To interface Stepper motor with ARM processor-- ARNDMI/LPC2148. Write a program tg
rotate stepper motor

> @ D

y

wn

Interfacing of temperature sensor with ARM freedooard (or any other ARM microprocessq
board) and display temperature on LCD

To design ARM cortex based automatic number ptegnition system
To design ARM based power saving system

=

Course OutcomesAfter studying this course, students will be alole t

Summarize 80x86 instruction sets and comprehend#rbeledge of how assembly
language works.

Design and develop assembly programs using 80x8&hasy language instructions
Infer functioning of hardware devices and interfecthem to x86 family

Choose processors for various kinds of applications

Conduction of Practical Examination:

All laboratory experiments (all 7 + 6 nos) are to beluded for practical examination.
Students are allowed to pick one experiment from eachedbth

Strictly follow the instructions as printed on the copage of answer script for breakup
of marks

PART —A: Procedure + Conduction + Viv@8 + 35 +07 (50)
PART —B: Procedure + Conduction + ViV@B + 35 +07 (50)

Change of experiment is allowed only once and mdt&ted to the procedure part to
be made zero.




MANAGEMENT AND ENTREPRENEURSHIP FOR IT INDUSTRY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017-2018)
SEMESTER -V

Subject Code 17CS51 IA Marks 40

Number of Lecture Hours/Week 4 Exam Marks 60

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Module — 1 Teaching

Hours

Introduction - Meaning, nature and characteristics of managénmsaope and 10 Hours

Functional areas of management, goals of managefegals of management, brief

overview of evolution of management theories,. Rilag- Nature, importance, types

of plans, steps in planning, Organizing- nature pagose, types of Organizatian,

Staffing- meaning, process of recruitment and sielec

Module — 2

Directing and controlling- meaning and nature of directing, leadership styles | 10 Hours

motivationTheories, Communication- Meaning and importancer@iaation-

meaning andmportance, Controlling- meaning, steps in coningll methods of

establishing control.

Module — 3

Entrepreneur — meaning of entrepreneur, characteristics of prgreeurs, 10 Hours

classification and types of entrepreneurs, vargtages in entrepreneurial process,

role of entrepreneurs in economic development, epnéneurship in India and

barriers to entrepreneurship. Identification of ibass opportunities, market

feasibility study, technical feasibility study, &éincial feasibility study and social

feasibility study.

Module — 4

Preparation of project and ERP - meaning of project, project identification10 Hours

project selection, project report, need and sigaifce of project report, contents,
formulation, guidelines by planning commission foroject report,Enterprise
Resource Planning: Meaning and Importance- ERPand Functional areas

f
Management — Marketing / Sales- Supply Chain Mameye¢ — Finance and

Accounting — Human Resources — Types of reports amhods of repor
generation

t

Module — 5

Micro and Small Enterprises: Definition of micro and small enterprise
characteristics and advantages of micro and snmaéirgrises, steps in establishi
micro and small enterprises, Government of Ind@ugial policy 2007 on micro an
small enterprises, case study (Microsoft), Casey$@aptain G R Gopinath),case stu
(N R Narayana Murthy & Infosys)]nstitutional support: MSME-DI, NSIC, SIDBI,
KIADB, KSSIDC, TECSOK, KSFC, DIC and District leveingle window agency

s10 Hours
ng

d
dy

Introduction to IPR.

Course outcomes The students should be able to:

» Define management, organization, entrepreneurnpignstaffing, ERP and outline the

importance in entrepreneurship
» Utilize the resources available effectively throldgfRP

ir




Make use of IPRs and institutional support in ggreaeurship

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:

1.

2.

3.

4

Principles of Management -P. C. Tripathi, P. N. ®edrata McGraw Hill, 4th /8
Edition, 2010.

Dynamics of Entrepreneurial Development & Managetméasant Desai Himalaya
Publishing House.

Entrepreneurship Development -Small Business Ensep-Poornima M Charantimath
Pearson Education — 2006.

Management and Entrepreneurship - Kanishka Bediet@Xniversity Press-2017

Refere

nce Books:

1.

2.
3

. Management -Stephen Robbins -Pearson Education-1F#l Edition, 2003

Management Fundamentals -Concepts, Applicatiorl, B&velopment Robert Lusier —
Thomson.
Entrepreneurship Development -S S Khanka -S Cha@a &




COMPUTER NETWORKS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017-2018)
SEMESTER -V

Subject Code 17CS52 IA Marks 40

Number of Lecture Hours/Week 4 Exam Marks 60

Total Number of Lecture Hours 50 Exam Hours 03

CREDITS — 04

Module — 1 Teaching

Hours

Application Layer: Principles of Network Applications: Network Applioan
Architectures, Processes Communicating, TranspogetrviGs Available tc
Applications, Transport Services Provided by theermet, Application-Laye
Protocols. The Web and HTTP: Overview of HTTP, Nmmsistent and Persiste
Connections, HTTP Message Format, User-Server dctien: Cookies, We
Caching, The Conditional GET, File Transfer: FTP n@eoands & Replies
Electronic Mail in the Internet: SMTP, ComparisorntrwHTTP, Mail Messagg
Format, Mail Access Protocols, DNS; The Intern&isectory Service: Service
Provided by DNS, Overview of How DNS Works, DNS Bets and Message
Peer-to-Peer Applications: P2P File DistributiofmstBbuted Hash Tables.

T1: Chap 2

10 Hours

Module — 2

Transport Layer Introduction and Transport-Layer Services: Relaiop| 10 Hours
Between Transport and Network Layers, Overviewhsf Transport Layer in the
Internet, Multiplexing and Demultiplexing: Connexstless Transport: UDP,UDP
Segment Structure, UDP Checksum, Principles ofaRkdiData Transfer: Building

a Reliable Data Transfer Protocol, Pipelined Rédidbata Transfer Protocols, Gp-
Back-N, Selective repeat, Connection-Oriented Tparts TCP: The TCR
Connection, TCP Segment Structure, Round-Trip TEséimation and Timeoult,

Reliable Data Transfer, Flow Control, TCP ConnettManagement, Principles of
Congestion Control: The Causes and the Costs ofg€xtion, Approaches 1o
Congestion Control.

T1: Chap 3

Module — 3

The Network layer: What's Inside a Router?: Input Processing, SwitghOutput| 10 Hours
Processing, Where Does Queuing Occur? Routing @goiane, IPv6,A Brief foray

into IP Security, Routing Algorithms: The Link-StaLS) Routing Algorithm, The
Distance-Vector (DV) Routing Algorithm, HierarchicRouting, Routing in the

Internet, Intra-AS Routing in the Internet: RIPtr&dAS Routing in the Internel:

OSPF, Inter/AS Routing: BGP, Broadcast Routing Althons and Multicast.

T1: Chap 4: 4.3-4.7

Module — 4

Wireless and MobileNetworks: Cellular Internet Access: An Overview of CellulatO Hours

Network Architecture, 3G Cellular Data Networks: téxding the Internet t
Cellular subscribers, On to 4G:LTE,Mobility managem Principles, Addressing
Routing to a mobile node, Mobile IP, Managing mibpiin cellular Networks

D
)




Routing calls to a Mobile user, Handoffs in GSM r8less and Mobility: Impact o
Higher-layer protocols.
T1: Chap: 6 :6.4-6.8

=}

Module — 5

Multimedia Networking: Properties of video, properties of Audio, Types

multimedia Network Applications, Streaming stokedeo: UDP Streaming, HTTP

Streaming, Adaptive streaming and DASH, contentriistion Networks, cas
study:You Tube.

Network Support for Multimedia: Quality-of-Service (QoS) Guarantees:

Resource Reservation and Call Admission
T1: Chap: 7

11

©0 Hours

Course outcomes The students should be able to:

» Explain principles of application layer protocols

* OQutline transport layer services and infer UDP &@dP protocols

» Classify routers, IP and Routing Algorithms in netlwlayer

» Explain the Wireless and Mobile Networks coveriggE 802.11 Standard
» Define Multimedia Networking and Network Management

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from each

module.

Text Books:

1. James F Kurose and Keith W Ross, Computer NetwgrdnTop-Down Approach,

Sixth edition, Pearson,2017 .

Reference Books:

1. Behrouz A Forouzan, Data and Communications and/dtitng, Fifth Edition, McGraw|

Hill, Indian Edition

. Larry L Peterson and Brusce S Davie, Computer Neksydifth edition, ELSEVIER

2
3. Andrew S Tanenbaum, Computer Networks, fifth editiBearson
4. Mayank Dave, Computer Networks, Second edition,gaga Learning




DATABASE MANAGEMENT SYSTEM
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017-2018)
SEMESTER -V

Subject Code 17CS53 IA Marks 40
Number of Lecture Hours/Week 4 Exam Marks 60
Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04
Module — 1 Teaching
Hours

Introduction to Databases: Introduction, Characteristics of database appro
Advantages of using the DBMS approach, History aftadase application
Overview of Database Languages and Architecturefata Models, Schemas, a

Instances. Three schema architecture and dataendepce, database languag

and interfaces, The Database System environn@miceptual Data Modelling

using Entities and Relationships:Entity types, Entity sets, attributes, roles, &

structural constraints, Weak entity types, ER diatg, examples, Specialization g
Generalization.
Textbook 1:Ch 1.1t0 1.8, 2.1t0 2.6, 3.1t0 3.10

ath,Hours

and
nd

Module — 2

Relational Model: Relational Model Concepts, Relational Model Camists and
relational database schemas, Update operationssattons, and dealing wit
constraint violationsRelational Algebra: Unary and Binary relational operatior
additional relational operations (aggregate, gmgpetc.) Examples of Queries
relational algebraMapping Conceptual Design into a Logical DesignRelational
Database Design using ER-to-Relational mapp®8@L: SQL data definition an
data types, specifying constraints in SQL, retiiegaeries in SQL, INSERT]
DELETE, and UPDATE statements in SQL, Additionalttees of SQL.
Textbook 1: Ch4.1t0 4.5, 5.1t05.3, 6.1 to 6.518Textbook 2: 3.5

10 Hours

Module — 3

SQL : Advances Queries: More complex SQL retrieval queries, Specifyi
constraints as assertions and action triggers, ¥iéw SQL, Schema chang
statements in SQIlDatabase Application DevelopmentAccessing databases fro
applications, An introduction to JDBC, JDBC classaesl interfaces, SQLJ, Stor
procedures, Case study: The internet Bookshaprnet Applications: The three-
Tier application architecture, The presentatioretayhe Middle Tier
Textbook 1: Ch7.1 to 7.4; Textbook 2: 6.1 t0 6.6,5t0 7.7.

ngo Hours
je
m
od

Module — 4

Normalization: Database Design Theor — Introduction to Normalization usin
Functional and Multivalued Dependencies: Informasign guidelines for relatio
schema, Functional Dependencies, Normal Forms basderimary Keys, Secon
and Third Normal Forms, Boyce-Codd Normal Form, falued Dependency an
Fourth Normal Form, Join Dependencies and FifthniNdrForm.Normalization

Algorithms: Inference Rules, Equivalence, and Minimal Coverpprties of
Relational Decompositions, Algorithms for Relatibiizatabase Schema Desig
Nulls, Dangling tuples, and alternate RelationalsiDes, Further discussion

Multivalued dependencies and 4NF, Other dependgiacid Normal Forms

dL0 Hours
n
d
d

n,

Textbook 1: Ch14.1to 14.7, 15.1 t0 15.6




Module — 5

Transaction Processing Introduction to Transaction Processing, Transactind| 10 Hours
System concepts, Desirable properties of Transati€haracterizing schedules
based on recoverability, Characterizing schedulesett on Serializability,
Transaction support in SQLConcurrency Control in Databases: Two-phase
locking techniques for Concurrency control, Conenay control based on
Timestamp ordering, Multiversion Concurrency cohttechniques, Validation
Concurrency control techniques, Granularity of Degens and Multiple Granularity
Locking. Introduction to Database Recovery ProtocolsRecovery Concepts, NO-
UNDO/REDO recovery based on Deferred update, Regaeehniques based on
immediate update, Shadow paging, Database bacldipeaavery from catastrophic
failures

Textbook 1: 20.1 t0 20.6, 21.1t0 21.7, 22.1 to 2222.7.

Course outcomes The students should be able to:

» Summarize the concepts of database objects; enfaeggity constraints on a database
using RDBMS.

* Use Structured Query Language (SQL) for databasepmlation.

» Design simple database systems

» Design code for some application to interact witathases.

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:

1. Fundamentals of Database Systems, Ramez EImasri and Shamkant B. Navathe, 7th
Edition, 2017, Pearson.

2. Database management systems, Ramakrishnan, and Gehrke, 3" Edition, 2014, McGraw
Hill

Reference Books:

1. Silberschatz Korth and Sudharshan, Database Sy@teepts,  Edition, Mc-
GrawHill, 2013.
2. Coronel, Morris, and Rob, Database Principles Fometdals of Design, Implementatio

-

and Management, Cengage Learning 2012.




AUTOMATA THEORY AND COMPUTABILITY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017-2018)
SEMESTER -V

Subject Code 17CS54 IA Marks 40

Number of Lecture Hours/Week 4 Exam Marks 60

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS — 04

Module — 1 Teaching

Hours

Why study the Theory of Computation, Languages and String: Strings,| 10 Hours

Languages. A Language Hierarchy, Computatieinjte State Machines (FSM)

Deterministic FSM, Regular languages, Designing FS®Mndeterministic FSMs,

From FSMs to Operational Systems, Simulators foM§&SMinimizing FSMs,

Canonical form of Regular languages, Finite Statan3ducers, Bidirectional

Transducers.

Textbook 1: Ch 1,2, 3,4, 5.1t05.10

Module — 2

Regular Expressions (RE): what is a RE?, Kleertg@srem, Applications of RE$,10 Hours

Manipulating and Simplifying REs. Regular GrammaBefinition, Regular

Grammars and Regular languages. Regular Langu@es and Non-regular

Languages: How many RLs, To show that a languagegslar, Closure properties

of RLs, to show some languages are not RLs.
Textbook 1: Ch 6,7,8:6.1t06.4,7.1,7.2,84.8.4

Module — 3

Context-Free Grammars(CFG): Introduction to Rewfgstems and Grammarsl0 Hours
CFGs and languages, designing CFGs, simplifying €F®oving that a Grammar
is correct, Derivation and Parse trees, Ambiguidgrmal Forms. Pushdown

Automata (PDA): Definition of non-deterministic RD Deterministic and Non
deterministic PDAs, Non-determinism and Halting,tealative equivale
definitions of a PDA, alternatives that are notieglent to PDA.

t

Textbook 1: Ch 11, 12: 11.1t0 11.8, 12.1,12.2,4212.5, 12.6

Module — 4

Context-Free and Non-Context-Free Languages: Widoethe Context-Fre
Languages(CFL) fit, Showing a language is contea¢;fPumping theorem for CF
Important closure properties of CFLs, Determini§tieLs. Algorithms and Decisio
Procedures for CFLs: Decidable questions, Un-détédaquestions. Turin
Machine: Turing machine model, Representation, uagg acceptability by TM
design of TM, Techniques for TM construction.

Textbook 1: Ch 13: 13.1 to 13.5, Ch 14: 14.1, 14 Pextbook 2: Ch 9.1 t0 9.6

210 Hours
L,
n
J

Module — 5

Variants of Turing Machines (TM), The model of LareBounded automat:
Decidability: Definition of an algorithm, decidaityl, decidable language
Undecidable languages, halting problem of TM, Postrespondence probler
Complexity: Growth rate of functions, the classels P and NP, Quantur
Computation: quantum computers, Church-Turing thesi

110 Hours
S,
n.
n

Textbook 2: Ch 9.7109.8, 10.1t0 10.7,12.1,2212.8,12.8.1, 12.8.2

Course outcomes The students should be able to:




» Tell the core concepts in automata theory and theb€omputation

» Explain how to translate between different moddl€omputation (e.g., Deterministic
and Non-deterministic and Software models).

* Interpret Grammars and Automata (recognizers) fifferént language classes and
become knowledgeable about restricted models ofpDtetion (Regular, Context Free)
and their relative powers.

» Develop skills in formal reasoning and reductioragfroblem to a formal model, with
an emphasis on semantic precision and conciseness.

» Classify a problem with respect to different mod#l€omputation.

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:

1. Elaine Rich, Automata, Computability and Complgxif' Edition, Pearson
Education,2012/2013
2. K L P Mishra, N Chandrasekaran™ Bdition, Theory of Computer Science, Phl, 2012.

Reference Books:

1. John E Hopcroft, Rajeev Motwani, Jeffery D Ullmamtyoduction to AutomataTheory,
Languages, and Computation, 3rd Edition, Pearsarcd&obn, 2013

2. Michael Sipser : Introduction to the Theory of Cartgtion, 3rd edition, Cengage
learning,2013

3. John C Martin, Introduction to Languages and ThedFi of Computation, "3Edition,
Tata McGraw —Hill Publishing Company Limited, 2013

4. Peter Linz, “An Introduction to Formal Languagesl &utomata”, 3rd Edition, Narosa
Publishers, 1998

5. Basavaraj S. Anami, Karibasappa K G, Formal Laggeand Automata theory, Wiley
India, 2012

6. C K Nagpal, Formal Languages and Automata Theoxyor@ University press, 2012.




OBJECT ORIENTED MODELING AND DESIGN
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017-2018)
SEMESTER -V

Subject Code 17CS551 IA Marks 40

Number of Lecture Hours/Week 3 Exam Marks

60

Total Number of Lecture Hours 40 Exam Hours

03

CREDITS - 03

Module — 1

Teaching
Hours

Introduction, Modelling Concepts and Class Modellig: What is Object
orientation? What is OO development? OO Themegjdfwie for usefulness of O
development; OO modelling history. Modelling as igastechnique: Modelling
abstraction; The Three models. Class Modelling:e@band Class Concept; Lir
and associations concepts; Generalization and itahee; A sample class mods
Navigation of class models; Advanced Class Modg]lilndvanced object and cla
concepts; Association ends; N-ary associations; réggfion; Abstract classe
Multiple inheritance; Metadata; Reification; Comstits; Derived Data; Packages
Text Book-1: Ch 1, 2,3 and 4

8 Hours
O

1k
o
5S
S,

Module — 2

UseCase Modelling and Detailed Requirements: OgervDetailed object-oriente
Requirements definitions; System Processes-A use/$eenario view; Identifyin

Input and outputs-The System sequence diagramtifgiag Object Behaviour-The

state chart Diagram; Integrated Object-oriented &/ed
Text Book-2:Chapter- 6:Page 210 to 250

d8 Hours
0

D

Module — 3

Process Overview, System Conception and Domain y&igal Process Overviey
Development stages; Development life Cycle; Sys@onception: Devising
system concept; elaborating a concept; preparimgoblem statement. Doma
Analysis: Overview of analysis; Domain Class mo@main state model; Doma
interaction model; Iterating the analysis.

Text Book-1:Chapter- 10,11,and 12

1.8 Hours
3]
n
n

Module — 4

Use case Realization :The Design Discipline withmiterations: Object Oriente
Design-The Bridge between Requirements and Implétien; Design Classes ai
Design within Class Diagrams; Interaction DiagradReslizing Use Case ar
defining methods; Designing with Communication Daygs; Updating the Desig
Class Diagram; Package Diagrams-Structuring the joMaComponents
Implementation Issues for Thréayer Design.

Text Book-2: Chapter 8: page 292 to 346

B Hours
nd

d
n

Module — 5

Design Patterns: Introduction; what is a desigmtepa®, Describing design patteri
the catalogue of design patterns, Organizing tla¢alegue, How design patter
solve design problems, how to select a design patt@ow to use a design patte
Creational patterns: prototype and singleton (gréyuctural patterns adaptor a|

proxy (only).

NS Hours
ns
rn;
nd

Text Book-3: Ch-1:1.1,1.3,1.4,1.5, 1.6, 1.78)Ch-3,Ch-4.

Courseoutcomes The students should be able to:




» Describe the concepts of object-oriented and bEags modelling.

» Draw class diagrams, sequence diagrams and interatagrams to solve problems.

» Choose and apply a befitting design pattern forgikien problem.

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:

1. Michael Blaha, James Rumbaugh: Object Oriented éeMiog and Design with UML,%
Edition, Pearson Education,2005

2. Satzinger, Jackson and Burd: Object-Oriented AmalgsDesign with the Unified Proces
Cengage Learning, 2005.

3. Erich Gamma, Richard Helm, Ralph Johnson and jolissMes: Design Patterns —Eleme
of Reusable Object-Oriented Software,
Pearson Education,2007.

D

nts

Reference Books:

1. Grady Booch et. al.: Object-Oriented Analysis andsign with Applications'3
Edition,Pearson Education,2007.

2. 2.Frank Buschmann, RegineMeunier, Hans Rohnergr Bgimmerlad, Michel Stal: Patte
—Oriented Software Architecture. A system of paser Volume 1, John Wiley an
Sons.2007.

3. 3. Booch, Jacobson, Rambaugh : Object-Orientedy&isabnd Design with Application

Uy

3 edition, pearson, Reprint 2013




INTRODUCTION TO SOFTWARE TESTING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017-2018)
SEMESTER -V

Subject Code 17CS552 IA Marks 40
Number of Lecture Hours/Week 3 Exam Marks 60
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03
Module — 1 Teaching
Hours

Basics of Software Testin¢ Basic definitions, Software Quality , Requiremer
Behaviour and Correctness, Correctness versuskiigyiaTesting and Debugging

Test cases, Insights from a Venn diagram, Idemntifyiest cases, Test-generat

Strategies, Test Metrics, Error and fault taxon@mikevels of testing, Testing af

Verification, Static Testing.
Textbook 3: Ch 1:1.2 - 1.5, 3; Textbook 1: Ch 1

8 Hours
on
nd

Module — 2

Problem Statements Generalized pseudo code, the triangle problemN&rd¢Date
function, the commission problem, the SATM (Simpletomatic Teller Machine
problem, the currency converter, Saturn windshigfaer

Functional Testing: Boundary value analysis, Robustness testing, \Aaist
testing, Robust Worst testing for triangle probleidextDate problem an

commission problem, Equivalence classes, Equiveldast cases for the triang

problem, NextDate function, and the commission [@mabh Guidelines an
observations, Decision tables, Test cases for tlengle problem, NextDat
function, and the commission problem, Guidelined anservations.

Textbook 1: Ch 2,5, 6 & 7, Textbook 2: Ch 3

8 Hours

— O

(4%

Module — 3

Fault Based Testing Overview, Assumptions in fault based testing, NMaota
analysis, Fault-based adequacy criteria, Variatmmsutation analysisStructural
Testing: Overview, Statement testing, Branch testing, Camlittesting, Patl
testing: DD paths, Test coverage metrics, Basih gasting, guidelines an
observations, Data —Flow testing: Definition-Usestitey, Slice-based testin
Guidelines and observatians

8 Hours

I

©

T2:Chapter 16, 12 T1:Chapter 9 & 10

Module — 4

Test Execution: Overview of test execution, from test case spediibn to test 8 Hours
cases, Scaffolding, Generic versus specific sadifigl Test oracles, Self-checks|as
oracles, Capture and repl&rocess Framework Basic principles: Sensitivity,
redundancy, restriction, partition, visibility, F#®ack, the quality process, Planning

and monitoring, Quality goals,
Improving the process, Organizational factors.

Dependability prdpes ,Analysis Testing,

Planning and Monitoring the Process:Quality and process, Test and analysis
strategies and plans, Risk planning, monitoringgheeess, Improving the process,

the quality team.
T2: Chapter 17, 20.

Module — 5

Integration and Component+Based Software Testing: Overview, IntegratiodSHours




testing strategies, Testing components and assesniflystem, Acceptance and
Regression Testing: Overview, System testing, Awsee testing, Usability,
Regression testing, Regression test selection igabs, Test case prioritization apd
selective executiorLevels of Testing, Integration Testing: Traditional view of
testing levels, Alternative life-cycle models, TH®ATM system, Separating
integration and system testing, A closer look at $ATM system, Decomposition-
based, call graph-based, Path-based integrations
T2: Chapter 21 & 22,T1 : Chapter 12 & 13

Course outcomes The students should be able to:

» Identify test cases for any given problem.

» Compare the different testing techniques.

Classify the problems according to a suitablengstiodel.
Apply the appropriate technique for the designaffgraph.
» Create appropriate document for the software artefa

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:

1. Paul C. Jorgensen: Software Testing, A CraftsmApjsroach, ' Edition, Auerbach
Publications, 2008.

2. Mauro Pezze, Michal Young: Software Testing andlysia — Process, Principles and
Techniques, Wiley India, 2009.

3. Aditya P Mathur: Foundations of Software Testingafon Education, 2008.

Reference Books:

=

Software testing Principles and Practices — Gopalasy Ramesh, Srinivasan Desikan, 2
Edition, Pearson, 2007.

2. Software Testing — Ron Patton, 2nd edition, PeaEstucation, 2004.

3. The Craft of Software Testing — Brian Marrick, P Education, 1995.

4. Anirban Basu, Software Quality Assurance, Testingdj letrics, PHI, 2015

5. Naresh Chauhan, Software Testing, Oxford Universiess.




ADVANCED JAVA AND J2EE
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017-2018)
SEMESTER -V

Subject Code 17CS553 IA Marks

40

Number of Lecture Hours/Week 3 Exam Marks

60

Total Number of Lecture Hours 40 Exam Hours

03

CREDITS - 03

Module — 1

Teaching
Hours

Enumerations, Autoboxing and Annotations(metadate: Enumerations
Enumeration fundamentals, the values() and valyd@éthods, java enumeratiof
are class types, enumerations Inherits Enum, ex@nye wrappers, Autoboxin
Autoboxing and Methods, Autoboxing/Unboxing occulig Expressions
Autoboxing/Unboxing, Boolean and character valvagoboxing/Unboxing helps
prevent errors, A word of Warning. Annotations, n8tation basics, specifyin
retention policy, Obtaining Annotations at run titmg use of reflection, Annotate
element Interface, Using Default values, Markerndtations, Single Membe
annotations, Built-In annotations.

8 Hours
NS

Module — 2

The collections and Frameworl: Collections Overview, Recent Changes
Collections, The Collection Interfaces, The Colleat Classes, Accessing
collection Via an lIterator, Storing User Definedagdes in Collections, Th
Random Access Interface, Working With Maps, Comijpasa The Collectior
Algorithms, Why Generic Collections?, The legacy$3les and Interfaces, Part
Thoughts on Collections.

®Hours
a
e

ng

Module — 3

String Handling The String Constructors, String Length, Speciah8tOperations
String Literals, String Concatenation, String Cdeoation with Other Data Type
String Conversion and toString( ) Character ExioactcharAt( ), getChars(
getBytes( ) toCharArray(), String Comparison, egq(aland equalsignoreCase
regionMatches( ) startsWith( ) and endsWith( ),as1) Versus ==, compareTo
Searching Strings, Modifying a String, substringconcat( ), replace( ), trim(
Data Conversion Using valueOf( ), Changing the Caké&haracters Within
String, Additional String Methods, StringBuffer tri@gBuffer Constructors, length
) and capacity( ), ensureCapacity( ), setLength¢hgrAt( ) and setCharAt(
getChars( ),append( ), insert( ), resesr), delete( ) and deleteCharAt( ), replace
substring( ), Additional StringBuffer Methods, iBgBuilder

Text Book 1: Ch 15

8 Hours

(2

Module — 4

Background; The Life Cycle of a Servlet; Using T@htor Servlet Developmen
A simple Servlet; The Servlet API; The Javax.sdérackage; Reading Serv
Parameter;, The Javax.servilet.http package; HanpdiTTP Requests an
Responses; Using Cookies; Session Tracking. JameeiSBages (JSP): JSP, J
Tags, Tomcat, Request String, User Sessions, Cadkession Objects

Text Book 1: Ch 31 Text Book 2: Ch 11

8 Hours
et

d
SP




Module — 5

The Concept of JDBC; JDBC Driver Types; JDBC Pagelsa A Brief Overview of 8 Hours
the JDBC process; Database Connection; AssocidatiagJDBC/ODBC Bridge
with the Database; Statement Objects; ResultSatishction Processing; Metadata,
Data types; Exceptions.
Text Book 2: Ch 06

14

Course outcomes The students should be able to:

* Interpret the need for advanced Java concept&hkenerations and collections in
developing modular and efficient programs

» Build client-server applications and TCP/IP sogketgrams

» lllustrate database access and details for managiognmation using the JDBC API

» Describe how servlets fit into Java-based web apfitin architecture

» Develop reusable software components using JavasBea

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:
1. Herbert Schildt: JAVA the Complete Referencd/9th Edition, Tata McGraw Hill
2007.
2. Jim Keogh: J2EE-TheCompleteReference, McGraw BdQ7.

Reference Books:

1. Y. Daniel Liang: Introduction to JAVA Programming. Edition, Pearson Educatio
2007.

2. Stephanie Bodoff et al: The J2EE Tutoridf! Bdition, Pearson Education,2004.

3. Uttam K Roy, Advanced JAVA programming, Oxford Ueirsity press, 2015.




ADVANCED ALGORITHMS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017-2018)
SEMESTER -V

Subject Code 17CS554 IA Marks 40
Number of Lecture Hours/Week 3 Exam Marks 60
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03
Module — 1 Teaching
Hours

Analysis Technique: Growth functions, Recurrences and solution ouremce| 8 Hours
equations; Amortized analysis: Aggregate, Accouptiand Potential methods,
String Matching Algorithms: Naive Algorithm; Robikarp Algorithm, String
matching with Finite Automata, Knuth-Morris-PrattdaBoyer-Moore Algorithms

Module — 2

Number Theoretic Algorithms: Elementary notions, @;CModular arithmetic] 8 Hours
Solving modular linear equations, The Chinese radei theorem, Powers of an
element RSA Cryptosystem, Primality testing, Intefgctorization, - Huffmar
Codes, Polynomials. FFT-Huffman codes: Conceptsstcoction, Proof correctness
of Huffman's algorithm; Representation of polynosia

Module — 3

DFT and FFT efficient implementation of FFT, Graflgorithms, Bellman-Ford 8 Hours
Algorithm Shortest paths in a DAG, Johnson's Aldon for sparse graphs, Flow
networks and the Ford-Fulkerson Algorithm, Maximhipartite matching.

Module — 4

Computational Geometry-I: Geometric data structwsisg, C, Vectors, Points8 Hours
Polygons, Edges Geometric objects in space; Findhagntersection of a line and| a
triangle, Finding star-shaped polygons using in@®ta insertion.

Module — 5

Computational Geometry-Il: Clipping: Cyrus-Beck an8utherland-Hodman8 Hours
Algorithms; Triangulating, monotonic polygons; Cemnvhulls, Gift wrapping and
Graham Scan; Removing hidden surfaces

Course outcomes The students should be able to:

» Explain the principles of algorithms analysis agmites

* Apply different theoretic based strategies to s@k@blems

» lllustrate the complex signals and data flow innarks with usage of tools
» Describe the computational geometry criteria.

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:

1. Thomas H. Cormen et al: Introduction to AlgorithrRsentice Hall India, 1990
2. Michael J. Laszlo: Computational Geometry and CampGraphics in C' Prentice Hall
India, 1996




Reference Books:

1. E. Horowitz, S. Sahni and S. Rajasekaran, Fundaiseot Computer Algorithms,
University Press, Second edition, 2007

2. Kenneth A Berman & Jerome L Paul, Algorithms, CaggglLearning, First Indian
reprint, 2008




PROGRAMMING IN JAVA
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 -2018)
SEMESTER -V

Subject Code 17CS561 IA Marks 40
Number of Lecture Hours/Week 3 Exam Marks 60
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03
Module — 1 Teaching
Hours

An Overview of Java: Object-Oriented ProgrammingFi#st Simple Program, A8 Hours
Second Short Program, Two Control Statements, UBIogks of Code, Lexical
Issues, The Java Class Libraries, Data Types, Masa and Arrays: Java Is|a
Strongly Typed Language, The Primitive Types, letsg Floating-Point Types
Characters, Booleans, A Closer Look at Literalstidtdes, Type Conversion and
Casting, Automatic Type Promotion in Expressionsags, A Few Words About

Strings
Text book 1: Ch 2, Ch 3
Module — 2

Boolean Logical Operators, The Assignment Operalbe ? Operator, Operator
Precedence, Using Parentheses, Control Statemiaua!s Selection Statements,
Iteration Statements, Jump Statements.
Text book 1: Ch4,Ch5

Operators: Arithmetic Operators, The Bitwise Opengt Relational OperatorFB Hours

Module — 3

Introducing Classes: Class Fundamentals, Declaégects, Assigning Objec¢t8 Hours
Reference Variables, Introducing Methods, Consbngct The this Keyword,
Garbage Collection, The finalize( ) Method, A StaClkass, A Closer Look at
Methods and Classes: Overloading Methods, Usingec®b as Parameters, |A
Closer Look at Argument Passing, Returning Obje&sgcursion, Introducing
Access Control, Understanding static, Introducinigalf Arrays Revisited,
Inheritance: Inheritance, Using super, Creating altidvel Hierarchy, Wher
Constructors Are Called, Method Overriding, DynarMethod Dispatch, Usin
Abstract Classes, Using final with Inheritance, Digect Class.

Text book 1: Ch 6, Ch 7.1-7.9, Ch 8.

©

Module — 4

Packages and Interfaces: Packages, Access Pratedingporting Package§ 8 Hours
Interfaces, Exception Handling: Exception-Handlik@gindamentals, Exceptign
Types, Uncaught Exceptions, Using try and catchlitipla catch Clauses, Nested
try Statements, throw, throws, finally, Java’s Buil Exceptions, Creating You
Own Exception Subclasses, Chained Exceptions, Usxegptions.

Text book 1: Ch 9, Ch 10

=

Module — 5

Enumerations, Type Wrappers, 1/0, Applets, andeOTopics: I/O Basics, Readin@ Hours
Console Input, Writing Console Output, The Priniféfr Class, Reading and
Writing Files, Applet Fundamentals, The transient avolatile Modifiers, Using
instanceof, strictfp, Native Methods, Using asseéStatic Import, Invoking
Overloaded Constructors Through this( ), String dlimxy: The String Constructor

U




String Length, Special String Operations, CharaEtdraction, String Compariso
Searching Strings, Modifying a String, Data ConiardJsing valueOf( ), Changin
the Case of Characters Within a String , AdditioBaing Methods, StringBuffer,
StringBuilder.

Text book 1: Ch 12.1,12.2, Ch 13, Ch 15

Q-

Course outcomes The students should be able to:

» Explain the object-oriented concepts and JAVA.
» Develop computer programs to solve real world potd in Java.
» Develop simple GUI interfaces for a computer pragta interact with users

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:

1. Herbert Schildt, Java The Complete Reference, @dttida, Tata McGraw Hill, 2007.
(Chapters 2, 3, 4,5, 6,7,8,9,10,12,13,15)

Reference Books:

1. Mahesh Bhave and Sunil Patekar, "Programming vaitta'd First Edition, Pearson
Education,2008, ISBN:9788131720806

2. Rajkumar Buyya,S Thamarasi selvi, xingchen chug@ypriented Programming with
java, Tata McGraw Hill education private limited.

3. E Balagurusamy, Programming with Java A primeraTdtGraw Hill companies.

4. Anita Seth and B L Juneja, JAVA One step Ahead o@ktJniversity Press, 2017.




ARTIFICIAL INTELLIGENCE
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 -2018)
SEMESTER -V

Subject Code 17CS562 IA Marks 40
Number of Lecture Hours/Week 3 Exam Marks 60
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03
Module — 1 Teaching
Hours

What is artificial intelligence?, Problems, Probleéspaces and search, Heurist® Hours
search technique
TextBookl: Ch 1,2 and 3

Module — 2

Knowledge Representation Issues, Using Predicate Logic, Representin@ Hours
knowledge using Rules,
TextBoookl: Ch 4, 5 and 6.

Module — 3

Symbolic Reasoning under Uncertainty, Statistiealsoning, Weak Slot and Filte8 Hours
Structures.
TextBoookl: Ch 7, 8 and 9.

Module — 4

Strong slot-and-filler structures, Game Playing. 8 Hours
TextBoookl: Ch 10 and 12

Module — 5

Natural Language Processing, Learning, Expert Syste 8 Hours

TextBookl: Ch 15,17 and 20

Course outcomes The students should be able to:

» |dentify the Al based problems

» Apply techniques to solve the Al problems

» Define learning and explain various learning teqgues
» Discuss expert systems

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:

1. E. Rich , K. Knight & S. B. Nair - Atrtificial Intdigence, 3/e, McGraw Hill

Reference Books:

1. Artificial Intelligence: A Modern Approach, StuaRusell, Peter Norving, Pears
Education 2nd Edition.

1. Dan W. Patterson, Introduction to Artificial Intgknce and Expert Systems — Pren
Hal of India.

ice




2. G. Luger, “Atrtificial Intelligence: Structures ar@trategies for complex problem
Solving”, Fourth Edition, Pearson Education, 2002.

3. Artificial Intelligence and Expert Systems Develaamby D W Rolston-Mc Graw hill.

4. N.P. Padhy “Artificial Intelligence and IntelligeBlystems” , Oxford University Press-
2015




EMBEDDED SYSTEMS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 -2018)
SEMESTER -V

Subject Code 17CS563 IA Marks

40

Number of Lecture Hours/Week 3 Exam Marks

60

Total Number of Lecture Hours 40 Exam Hours

03

CREDITS - 03

Module — 1

Teaching
Hours

Introduction to embedded systemsEmbedded systems, Processor embedded
a system, Embedded hardware units and deviceystars, Embedded software in
system, Examples of embedded systems, Design praoegmbedded syster
Formalization of system design, Design processdasign examples, Classificatig

Btdours
a

n,

DN

of embedded systems, skills required for an emlzbdgstem designer.

Module — 2

Devices and communication buses for devices networlO types and example,8 Hours

Serial communication devices, Parallel device poBsphisticated interfacin

features in device ports, Wireless devices, Timmet eounting devices, Watchdog
timer, Real time clock, Networked embedded syste®esial bus communication
protocols, Parallel bus device protocols-paral@hmunication internet using ISA,

PCI,
Wireless and mobile system protocols.

PCI-X and advanced buses, Internet enabletesg-network protocols,

Module — 3

Device drivers and interrupts and service mechanismProgramming-I/O busyj
wait approach without interrupt service mechanik®R concept, Interrupt source
Interrupt servicing (Handling) Mechanism, Multiplaterrupts, Context and th
periods for context switching, interrupt latencydadeadline, Classification ¢
processors interrupt service mechanism from Cosgaxing angle, Direct memot
access, Device driver programming.

-8 Hours
S,
e
f

y

Module — 4

Inter process communication and synchronization ofrocesses, Threads an
tasks Multiple process in an application, Multiple thds in an application, Task
Task states, Task and Data, Clear-cut distinctetwéen functions. ISRS and tas
by their characteristics, concept and semaphorémre data, Inter-proce
communication, Signal function, Semaphore functidlessage Queue functior
Mailbox functions, Pipe functions, Socket functipR$C functions.

18 Hours
S,
ks
5S
S,

Module — 5

Real-time operating system: OS Services, Process management, Timer funct
Event functions, Memory management, Device, filed afO subsystem
management, Interrupt routines in RTOS environmamd handling of interrup
source calls, Real-time operating systems, Basgdaising an RTOS, RTOS ta
scheduling models, interrupt latency and resporfs¢h® tasks as performan
metrics, OS security issues. Introduction to emlkeddtbftware development proce

idblours

~

D

t
sk
Ce
2SS

and tools, Host and target machines, Linking aedtion software.

Course outcomes The students should be able to:

Distinguish the characteristics of embedded commystems.
Identify the various vulnerabilities of embeddednpuiter systems.




» Design and develop modules using RTOS.
» Explain RPC, threads and tasks

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:

1. Raj Kamal, “Embedded Systems: Architecture, Prognarg, and Design”? / 39 edition ,
Tata McGraw hill-2013.

Reference Books:

1. Marilyn Wolf, “Computer as Components, Principles BEmbedded Computing System
Design” 3° edition, Elsevier-2014.




DOT NET FRAMEWORK FOR APPLICATION DEVELOPMENT
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 -2018)
SEMESTER -V

Subject Code 17CS564 IA Marks 40
Number of Lecture Hours/Week 3 Exam Marks 60
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03
Module — 1 Teaching
Hours

Introducing Microsoft Visual C# and Microsoft Visual Studio 2015 Welcome to 8 Hours
C#, Working with variables, operators and exprassioWriting methods and
applying scope, Using decision statements, Usingypomund assignment and
iteration statements, Managing errors and exception
T1: Chapter 1 — Chapter 6

Module — 2

Understanding the C# object modelCreating and Managing classes and obje@dHours
Understanding values and references, Creating ghes with enumerations and
structures, Using arrays
Textbook 1: Ch 7 to 10

Module — 3

Understanding parameter arrays, Working with irthade, Creating interfaces ap8 Hours
defining abstract classes, Using garbage colle@mhresource management
Textbook 1: Ch 11 to 14

Module — 4

Defining Extensible Types with C#:Implementing properties to access field8,Hours
Using indexers, Introducing generics, Using coltatt
Textbook 1: Ch 15to0 18

Module — 5

Enumerating Collections, Decoupling application idcogand handling events$,8 Hours
Querying in-memory data by using query expressiOpgrator overloading
Textbook 1: Ch 19 to 22

Course outcomes The students should be able to:

» Build applications on Visual Studio .NET platforny linderstanding the syntax a
semantics of C#

* Demonstrate Object Oriented Programming concep&tiprogramming language

» Design custom interfaces for applications and lagerthe available built-in interfacesi|i
building complex applications.

» lllustrate the use of generics and collections#n C

» Compose queries to query in-memory data and defimeoperator behaviour

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:




1. John Sharp, Microsoft Visual C# Step by Stefj,E8ition, PHI Learning Pvt. Ltd. 2016

Reference Books:

1.

2.
3.

Christian Nagel, “C# 6 and .NET Core 1.0”, 1st kit Wiley India Pvt Ltd, 2016. Andrew|
Stellman and Jennifer Greene, “Head First C#”,Bddion, O’Reilly Publications, 2013.
Mark Michaelis, “Essential C# 6.0, 5th Edition,&son Education India, 2016.

Andrew Troelsen, “Prof C# 5.0 and the .NET 4.5 Fearork”, 6th Edition, Apress and
Dreamtech Press, 2012.




CLOUD COMPUTING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 -2018)
SEMESTER -V

Subject Code 17CS565 IA Marks 40
Number of Lecture Hours/Week 3 Exam Marks 60
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03
Module — 1 Teaching
Hours

Introduction ,Cloud Computing at a Glance, The &fisiof Cloud Computing|, 8 Hours
Defining a Cloud, A Closer Look, Cloud Computing f&ence Model
Characteristics and Benefits, Challenges Ahead,tokisl Developments,
Distributed Systems, Virtualization, Web 2.0, SesvOriented Computing, Utilityt
Oriented Computing, Building Cloud Computing Emviments, Applicatior
Development, Infrastructure and System Developm&umputing Platforms and
Technologies, Amazon Web Services (AWS), GooglepEmine, Microsoft
Azure, Hadoop, Force.com and Salesforce.com, Mswifrd&neka

Virtualization, Introduction, Characteristics ofriialized, Environments Taxonomy
of Virtualization Techniques, Execution Virtualimat, Other Types o0
Virtualization, Virtualization and Cloud ComputingPros and Cons qf
Virtualization, Technology

Module — 2

Cloud Computing Architecture, Introduction, CloudfBrence Model, Architectureé 8 Hours
Infrastructure / Hardware as a Service, Platform &ervice, Software as a Service,
Types of Clouds, Public Clouds, Private Clouds, titybClouds, Community
Clouds, Economics of the Cloud, Open Challengegqyu€lDefinition, Cloud
Interoperability and Standards Scalability and Fdwlerance Security, Trust, and
Privacy Organizational Aspects

Aneka: Cloud Application Platform, Framework Ovemwi Anatomy of the Aneka
Container, From the Ground Up: Platform Abstractioayer, Fabric Services,
foundation Services, Application Services, BuildiAgeka Clouds, Infrastructune
Organization, Logical Organization, Private Clouédplbyment Mode, Public Cloud
Deployment Mode, Hybrid Cloud Deployment Mode, GloRrogramming and
Management, Aneka SDK, Management Tools

Module — 3

Concurrent Computing: Thread Programming, IntrodgcParallelism for Single8 Hours
Machine Computation, Programming Applications witireads, What is a Thread?,
Thread APIs, Techniques for Parallel Computatiothwihreads, Multithreading
with Aneka, Introducing the Thread Programming Mpdéneka Thread vs.
Common Threads, Programming Applications with An&kaeads, Aneka Threads
Application Model, Domain Decomposition: Matrix Mipglication, Functiona
Decomposition: Sine, Cosine, and Tangent.

High-Throughput Computing: Task Programming, Taskn@uting, Characterizing
a Task, Computing Categories, Frameworks for Taskng@uting, Task-based
Application Models, Embarrassingly Parallel Apptioas, Parameter Sweep
Applications, MPI Applications, Workflow Applicatis with Task Dependencies,
Aneka Task-Based Programming, Task Programming Modg2eveloping




Applications with the Task Model, Developing ParséeneSweep Application,
Managing Workflows.

Module — 4

Data Intensive Computing: Map-Reduce ProgrammindgiatMs Data-Intensive8 Hours
Computing?, Characterizing Data-Intensive Componsti Challenges Ahead,
Historical Perspective, Technologies for Data-Iste@ Computing, Storage
Systems, Programming Platforms, Aneka MapReducgr&maming, Introducin

the MapReduce Programming Model, Example Applicatio

Module — 5

Cloud Platforms in Industry, Amazon Web Servicesmpute Services, Storag® Hours
Services, Communication Services, Additional Sewjc Google AppEngine,
Architecture and Core Concepts, Application Lifeef@y Cost Model, Observations,
Microsoft Azure, Azure Core Concepts, SQL Azure,nidiws Azure Platfor
Appliance.

Cloud Applications Scientific Applications, Healdre: ECG Analysis in the Cloud,

, Social Networking, Media Applications, Multiplay®nline Gaming.

Course outcomes The students should be able to:

» Explain the concepts and terminologies of cloud poatimg
* Demonstrate cloud frameworks and technologies

» Define data intensive computing

» Demonstrate cloud applications

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questi@etecting one full question from each modul

11%

Text Books:
1. Rajkumar Buyya, Christian Vecchiola, and ThamarviSMastering Cloud. Computin
McGraw Hill Education

Reference Books:

NIL




COMPUTER NETWORK LABORATORY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017-2018)
SEMESTER -V

Subject Code 17CSL57 IA Marks 40

Number of Lecture Hours/Week 011 + 02P Exam Marks 0 6

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02

Description (If any):

For the experiments below modify the topology aathmeters set for the experiment and tak
multiple rounds of reading and analyze the resuslable in log files. Plot necessary graphs
and conclude. UsiS2/NS3.

Lab Experiments:

PART A

1. Implement three nodes point — to — point networthwluplex links between them. Set
the queue size, vary the bandwidth and find thelbrermof packets dropped.

2. Implement transmission of ping messages/trace mgea network topology consistin
of 6 nodes and find the number of packets droppedta congestion.

3. Implement an Ethernet LAN using n nodes and setipheittraffic nodes and plot
congestion window for different source / destinatio

4. Implement simple ESS and with transmitting nodewine-less LAN by simulation and
determine the performance with respect to transamss packets.

5. Implement and study the performance of GSM on NS2/RUsing MAC layer) or
equivalent environment.

6. Implement and study the performance of CDMA on W& (Using stack called Call
net) or equivalent environment.

PART B

Implement the following in Java:
7. Write a program for error detecting code using CRCHT (16- bits).

8. Write a program to find the shortest path betwestices using bellman-ford algorithm.
9. Using TCP/IP sockets, write a client — server paogto make the client send the fj

name and to make the server send back the cormtethis requested file if present.
10.Write a program on datagram socket for client/seteedisplay the messages on clig
side, typed at the server side.
11.Write a program for simple RSA algorithm to encrgptd decrypt the data.
12.Write a program for congestion control using leakigket algorithm.

Study Experiment / Project:

NIL

Course outcomes The students should be able to:

* Analyze and Compare various networking protocols.
» Demonstrate the working of different concepts diweeking.
* Implement and analyze networking protocols in NSI&58

Conduction of Practical Examination:
1. All laboratory experiments are to be includeddmactical examination.
2. Students are allowed to pick one experiment fpamh A and part B with lot.




3. Strictly follow the instructions as printed dretcover page of answer script
4. Marks distribution: Procedure + Conduction +a/i00
Part A: 8+35+7 =50
Part B: 8+35+7 =50
5. Change of experiment is allowed only once antksnallotted to the procedure part to be
made zero.




DBMS LABORATORY WITH MINI PROJECT
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017-2018)
SEMESTER -V

Subject Code 17CSL58 IA Marks 40

Number of Lecture Hours/Week 011 + 02P Exam Marks 0 6

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02

Description (If any):

PART-A: SQL Programming (Max. Exam Mks. 50)

* Design, develop, and implement the specified queries for the following problems

using Oracle, MySQL, MS SQL Server, or any other DBMS under LINUX/Windows
environment.

* Create Schema and insert at least 5 records for each table. Add appropriate

database constraints.

PART-B: Mini Project (Max. Exam Mks. 30)

e UseJava, C#, PHP, Python, or any other similar front-end tool. All applications

must be demonstrated on desktop/laptop as a stand-alone or web based
application (Mobile apps on Android/IOS are not permitted.)

Lab Experiments:

Part A: SQL Programming

1

Consider the following schema for a Library Database:
BOOK(Book id, Title, Publisher_Name, Pub_Year)
BOOK_AUTHORS(Book id, Author_Name)
PUBLISHER(Name, Address, Phone)
BOOK_COPIES(Book id, Branch id, No-of Copies)
BOOK_LENDING(Book id, Branch id, Card No, Date_Out, Due_Date)
LIBRARY_BRANCH(Branch id, Branch_Name, Address)
Write SQL queries to
1. Retrieve details of all books in the library —id, title, name of publisher, authors,
number of copies in each branch, etc.
2. Get the particulars of borrowers who have borrowed more than 3 books, but
from Jan 2017 to Jun 2017.
3. Delete a book in BOOK table. Update the contents of other tables to reflect this
data manipulation operation.
4. Partition the BOOK table based on year of publication. Demonstrate its working
with a simple query.
5. Create a view of all books and its number of copies that are currently available
in the Library.

Consider the following schema for Order Database:
SALESMAN(Salesman _id, Name, City, Commission)
CUSTOMER(Customer id, Cust_Name, City, Grade, Salesman_.id)
ORDERS(Ord _No, Purchase_Amt, Ord_Date, Customer_id, Salesman_id)
Write SQL queries to
1. Count the customers with grades above Bangalore’s average.
2. Find the name and numbers of all salesman who had more than one customer.
3. List all the salesman and indicate those who have and don’t have customers in




their cities (Use UNION operation.)

4. Create a view that finds the salesman who has the customer with the highest
order of a day.

5. Demonstrate the DELETE operation by removing salesman with id 1000. All his
orders must also be deleted.

Consider the schema for Movie Database:

ACTOR(Act _id, Act_Name, Act_Gender)

DIRECTOR(Dir _id, Dir_Name, Dir_Phone)

MOVIES(Mov_id, Mov_Title, Mov_Year, Mov_Lang, Dir_id)
MOVIE_CAST(Act id, Mov id, Role)

RATING(Mov _id, Rev_Stars)

Write SQL queries to

1. List the titles of all movies directed by ‘Hitchcock’.

2. Find the movie names where one or more actors acted in two or more movies.

3. List all actors who acted in a movie before 2000 and also in a movie after 2015
(use JOIN operation).

4. Find the title of movies and number of stars for each movie that has at least one
rating and find the highest number of stars that movie received. Sort the result
by movie title.

5. Update rating of all movies directed by ‘Steven Spielberg’ to 5.

Consider the schema for College Database:
STUDENT(USN, SName, Address, Phone, Gender)
SEMSEC(SSID, Sem, Sec)
CLASS(USN, SSID)
SUBJECT(Subcode, Title, Sem, Credits)
IAMARKS(USN, Subcode, SSID, Test1, Test2, Test3, FinallA)
Write SQL queries to
1. List all the student details studying in fourth semester ‘C’ section.
2. Compute the total number of male and female students in each semester and in
each section.
3. Create a view of Test1 marks of student USN ‘1BI17CS101’ in all subjects.
4. Calculate the FinallA (average of best two test marks) and update the
corresponding table for all students.
5. Categorize students based on the following criterion:
If FinallA = 17 to 20 then CAT = ‘Outstanding’
If FinallA = 12 to 16 then CAT = ‘Average’
If FinallA< 12 then CAT = ‘Weak’
Give these details only for 8" semester A, B, and C section students.

Consider the schema for Company Database:
EMPLOYEE(SSN, Name, Address, Sex, Salary, SuperSSN, DNo)
DEPARTMENT(DNo, DName, MgrSSN, MgrStartDate)
DLOCATION(DNo,DLoc)
PROJECT(PNo, PName, PLocation, DNo)
WORKS_ON(SSN, PNo, Hours)
Write SQL queries to
1. Make a list of all project numbers for projects that involve an employee whose




last name is ‘Scott’, either as a worker or as a manager of the department that
controls the project.

2. Show the resulting salaries if every employee working on the ‘loT’ project is
given a 10 percent raise.

3. Find the sum of the salaries of all employees of the ‘Accounts’ department, as
well as the maximum salary, the minimum salary, and the average salary in this
department

4. Retrieve the name of each employee who works on all the projects controlledby
department number 5 (use NOT EXISTS operator).

5. For each department that has more than five employees, retrieve the
department number and the number of its employees who are making more
than Rs. 6,00,000.

Part B: Mini project

For any problem selected, write the ER Diagram, apply ER-mapping rules, normalize
the relations, and follow the application development process.

Make sure that the application should have five or more tables, at least one trigger
and one stored procedure, using suitable frontend tool.

Indicative areas include; health care, education, industry, transport, supply chain,
etc.

Course outcomes The students should be able to:

Use Structured Query Language (SQL) for databasation and manipulation.
Demonstrate the working of different concepts ofNDiB
Implement and test the project developed for adiegmpon.

Conduction of Practical Examination:

Mini project has to be evaluated for 40 Marks.

Report should be prepared in a standard formatpbesl for project work.
Students are allowed to pick one experiment froendk

Strictly follow the instructions as printed on tt@ver page of answer script.
Marks distribution:

c) Part A: Procedure + Conduction + Viv@2 + 42 +09 =60 Marks

Part B: Demonstration + Report + Viva voc@@+14+06 = 4Marks

ogkrwnE
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to be made zero.

All laboratory experiments from part A are to beluded for practical examination.

Change of experiment is allowed only once and mallk¢ted to the procedure part




CRYPTOGRAPHY, NETWORK SECURITY AND CYBER LAW
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VI

Subject Code 17CS61 IA Marks 40
Number of Lecture Hours/Week 4 Exam Marks 60
Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04
Module — 1 Teaching
Hours

Introduction - Cyber Attacks, Defence Strategiesd ahechniques, Guidin

Principles, Mathematical Background for CryptographModulo Arithmetic’s, The

Greatest Comma Divisor,

Product Ciphers, DES Construction

Useful Algebraic Structuré€shinese Remainde
Theorem, Basics of Cryptography - Preliminaridententary Substitution Cipher
Elementary Transport Ciphers, Other Cipher Propgritecret Key Cryptography

010 Hours

1
S,

Module — 2

Public Key Cryptography and RSA — RSA Operation)y\WWDoes RSA Work?

Performance, Applications, Practical Issues, PuBley Cryptography Standa

(PKCS), Cryptographic Hash - Introduction, Prajest Construction, Application
and Performance, The Birthday Attack, Discrete lidlyan and its Applications +

Introduction, Diffie-Hellman Key Exchange, Other @jations.

, 10 Hours
d

S

I

Module — 3

Key Management -
Identity—based Encryption, Authentication—I
Authentication, Dictionary Attacks, Authentication-

- Oway Authentication, Mutu
Il

Virtual Private Networks, Security at the Transpbayer -
Handshake Protocol, SSL Record Layer ProtocolenSsL.

Introduction, SS

Centalised
Authentication, The Needham-Schroeder Protocol,b&ers, Biometrics, IPSeq
Security at the Network Layer — Security at Differéayers: Pros and Cons, IPS
in Action, Internet Key Exchange (IKE) Protocol, cBaty Policy and IPSEC

Introduction, Digital Certifieat Public Key Infrastructure, 10 Hours

N
L

ec

Module — 4

IEEE 802.11 Wireless LAN Security

Background,utientication

Confidentiality and Integrity, Viruses, Worms, a@ther Malware, Firewalls -

Basics, Practical Issues, Intrusion Prevention &mdection - Introduction
Prevention Versus Detection, Types of Instructioetddtion Systems, DDo
Attacks Prevention/Detection, Web Service Securityotivation, Technologies fa
Web Services, WS- Security, SAML, Other Standards.

=

Module — 5

IT act aim and objectives, Scope of the act, M&oncepts, Important provision
Attribution, acknowledgement, and dispatch of ef@at records, Secure electror
records and secure digital signatures, Regulatidn certifying authorities
Appointment of Controller and Other officers, DalitSignature certificates, Duti
of Subscribers, Penalties and adjudication, Theicygulations appellate tribung
Offences, Network service providers not to be kahblcertain cases, Miscellaneg
Provisions.

liC

bS
al,

Course outcomes The students should be able to:

Discuss the cryptography and its need to variopéicgiions

10 Hours

s10 Hours

us




» Design and Develop simple cryptography algorithms
* Understand the cyber security and need cyber Law

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:

1. Cryptography, Network Security and Cyber Laws —Betd Menezes, Cengage
Learning, 2010 edition (Chapters-1,3,4,5,6,7,8,4102,13,14,15,19(19.1-
19.5),21(21.1-21.2),22(22.1-22.4),25

Reference Books:

1. Cryptography and Network Security- Behrouz A FomyzDebdeepMukhopadhya
Mc-GrawHill, 3¢ Edition, 2015

2. Cryptography and Network Security- William Stallsyd?earson Educationi” Edition

3. Cyber Law simplified- VivekSood, Mc-GrawHill, f1reprint , 2013

4. Cyber security and Cyber Laws, Alfred Basta, NadiBasta, Mary brown

Y,

ravindrakumar, Cengage learning




COMPUTER GRAPHICS AND VISUALIZATION
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VI

Subject Code 17CS62 IA Marks 40
Number of Lecture Hours/Week 4 Exam Marks 60
Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04
Module — 1 Teaching
Hours

Overview: Computer Graphics and OpenGL: Computer Graphics:Basics pfl0 Hours
computer graphics, Application of Computer Graphi¢gdeo Display Devices;
Random Scan and Raster Scan displays, color CRTtargnFlat panel displays.
Raster-scan systems: video controller, raster sdaisplay processor, graphics
workstations and viewing systems, Input deviceaplics networks, graphics on the
internet, graphics software. OpenGL: IntroductiorOpenGL ,coordinate reference
frames, specifying two-dimensional world coordinegéerence frames in OpenGL,
OpenGL point functions, OpenGL line functions, goattributes, line attributes,
curve attributes, OpenGL point attribute functioBgenGL line attribute functions,
Line drawing algorithms(DDA, Bresenham’s), circle engration
algorithms(Bresenham'’s).

Text-1:Chapter -1: 1-1 to 1-9,2-1 to 2-9 (Excludin@-5),3-1 to 3-5,3-9,3-20

Module — 2

Fill area Primitives, 2D Geometric Transformationsand 2D viewing: Fill area| 10 Hours
Primitives: Polygon fill-areas, OpenGL polygon fidrea functions, fill are
attributes, general scan line polygon fill algamth OpenGL fill-area attribut
functions. 2DGeometric Transformations: Basic 2Bo@etric Transformations,

matrix representations and homogeneous coordindte®rse transformations,
2DComposite transformations, other 2D transfornmatio raster methods for
geometric transformations, OpenGL raster transftons, OpenGL geometri
transformations function, 2D viewing: 2D viewingppline, OpenGL 2D viewing
functions.

Text-1:Chapter 3-14 to 3-16,4-9,4-10,4-14,5-1 t0/”/5-17,6-1,6-4

Module — 3

Clipping,3D Geometric Transformations, Color and Illumination Models: | 10 Hours
Clipping: clipping window, normalization and viewpdransformations, clippin
algorithms,2D point clipping, 2D line clipping algihms: cohen-sutherland lin
clipping only -polygon fill area clipping: Sutherid-Hodgeman polygon clippin
algorithm only.3DGeometric Transformations: 3D siation, rotation, scaling
composite 3D transformations, other 3D transforometj affine transformation
OpenGL geometric transformations functions. Coloodéls: Properties of ligh
color models, RGB and CMY color models. IllluminatidModels: Light sources
basic illumination models-Ambient light, diffusefle=tion, specular and phong
model, Corresponding openGL functions.

Text-1:Chapter :6-2 to 6-08 (Excluding 6-4),5-9 tdb-17(Excluding 5-15),12-
1,12-2,12-4,12-6,10-1,10-3

o oo™

Module — 4

3D Viewing and Visible Surface Detection:3DViewing:3D viewing concepts, 3l|)10 Hours




viewing pipeline, 3D viewing coordinate parametefsansformation from world to
viewing coordinates, Projection transformationhogonal projections, perspective
projections, The viewport transformation and 3Desor coordinates. OpenGL 3D
viewing functions. Visible Surface Detection MetkodClassification of visible
surface Detection algorithms, back face detectiepth buffer method and OpenGL
visibility detection functions.

Text-1:Chapter: 7-1 to 7-10(Excluding 7-7), 9-1 t®-3, 9-14

Module — 5

Input& interaction, Curves and Computer Animation: Input and Interaction: 10 Hours
Input devices, clients and servers, Display Liddsplay Lists and Modelling|,
Programming Event Driven Input, Menus Picking, Buib Interactive Models,
Animating Interactive programs, Design of Interaetprograms, Logic operations
.Curved surfaces, quadric surfaces, OpenGL Qud&intace and Cubic-Surface
Functions, Bezier Spline Curves, Bezier surfacepen@L curve functions.
Corresponding openGL functions.
Text-1:Chapter :8-3 to 8-6 (Excluding 8-5),8-9,84,8-11,3-8,8-18,13-11,3-2,18-
3,13-4,13-10

Text-2:Chapter 3: 3-1 to 3.11: Input& interaction

Course outcomes The students should be able to:

» Design and implement algorithms for 2D graphicsnftives and attributes.

» lllustrate Geometric transformations on both 2D @Bdobjects.

* Understand the concepts of clipping and visibléag@r detection in 2D and 3D viewing
and lllumination Models.

» Discussabout suitable hardware and software foeldping graphics packages using
OpenGL.

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:

1. Donald Hearn & Pauline Baker: Computer GraphicshwibpenGL Version¥
4™Edition, Pearson Education,2011

2. Edward Angel: Interactive Computer Graphics- A Tapwvn approach with OpenGL™"S
edition. Pearson Education, 2008

Reference Books:

1. James D Foley, Andries Van Dam, Steven K Feingm J6 Huges Computer graphi
with OpenGL: pearson education

2. Xiang, Plastock : Computer Graphics , sham’s pettieries, ¥ edition, TMG.

3. Kelvin Sung, Peter Shirley, steven Baer : IntexactComputer Graphics, concepts &
applications, Cengage Learning

ind

4. M MRaiker, Computer Graphics using OpenGL, Filigriang/Elsevier




SYSTEM SOFTWARE AND COMPILER DESIGN
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)

SEMESTER - VI

Subject Code 17CS63 IA Marks 40
Number of Lecture Hours/Week 4 Exam Marks 60
Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04
Module — 1 Teaching
Hours

Introduction to System Software, Machine Architeetwf SIC and SIC/XE| 10 Hours
Assemblers: Basic assembler functions, machine dependent agseridatures
machine independent assembler features, assemblesignd options
Macroprocessors:Basicmacro processor functions,

Text book 1: Chapter 1: 1.1,1.2,1.3.1,1.3.2, Chapi : 2.1-2.4,Chapter4:
411412

Module — 2

Loaders and Linkers: Basic Loader FunctionsMachine Dependent LoadedO Hours
Features, Machine Independent Loader Features, eroddesign Options,
Implementation Examples.

Text book 1 : Chapter 3 ,3.1 -3.5

Module — 3

Introduction: Language Processors, The structure of a compilex,évaluation of 10 Hours
programming languages, The science of building éemppplications of compile
technology, Programming language basics

Lexical Analysis: The role of lexical analyzer, Input buffering, $pieations of
token, recognition of tokens, lexical analyzer gat@, Finite automate.

Text book 2:Chapter1 1.1-1.6 Chapter3 B-3.6

Module — 4

Syntax Analysis: Introduction, Role Of Parsers, @ghFree Grammars, Writing|al0 Hours
grammar, Top Down Parsers, Bottom-Up Parsers, @pePaecedence Parsing
Text book 2: Chapter4 4.14.24.344454.6 Textbook1:5.1.3

Module — 5

Syntax Directed Translation, Intermediate code g, Code generation 10 Hours
Text book 2: Chapter 5.1, 5.2,5.3, 6.1, 6.2, 882

Course outcomes The students should be able to:

» lllustrate system software such as assemblersetealinkers and macroprocessors
» Design and develop lexical analyzers, parsers add generators
» Discuss about lex and yacc tools for implementirfigieent concepts of system softwar

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:

1. System Software by Leland. L. Beck, D Manjuld,elition, 2012




2. Compilers-Principles, Techniques and Tools by Alfié Aho, Monica S. Lam, Rayi

Sethi, Jeffrey D. Ullman. Pearsofi? dition, 2007

Reference Books:

1. Systems programming — Srimanta Pal , Oxford unigepsess, 2016
System programming and Compiler Design, K C Loud®mngage Learning

2.
3. System software and operating system by D. M. Direared TMG
4. Compiler Design, K Muneeswaran, Oxford Universitg$3 2013.




OPERATING SYSTEMS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VI

Subject Code 17CS64 IA Marks

40

Number of Lecture Hours/Week 4 Exam Marks

60

Total Number of Lecture Hours 50 Exam Hours

03

CREDITS — 04

Module — 1

Teaching
Hours

Introduction to operating systems, System structure: What operating systen

do; Computer System organization; Computer Systeohitacture; Operatin

System structure; Operating System operations; é8sgnanagement; Memo

management; Storage management; Protection anditgpdistributed system
Special-purpose systems; Computing environmenterdpg System Service

User - Operating System interface; System callge$yof system calls; Syste
implementatOperating Systern
structure; Virtual machines; Operating System gatiam; System boot.Process
Management Process concept; Process scheduling; Operatiomscmesses; Inte

programs; Operating system design and

process communication

s10 Hours

J
ry

S,
m

Module — 2

Multi -threaded Programming: Overview; Multithreading models;

Process Synchronization: Synchronization: The critical section proble
Peterson’s solution; Synchronization hardware; $dmees; Classical problems
synchronization; Monitors.

Thred
Libraries; Threading issues. Process SchedulingsicBaoncepts; Schedulin
Criteria; Scheduling Algorithms; Multiple-processmheduling; Thread schedulin

1d.0 Hours

g
g.
m;
of

Module — 3

Deadlocks : Deadlocks; System model; Deadlock characterizatdathods for

handling deadlocks; Deadlock prevention; Deadloakidance; Deadlock detectid
and recovery from deadlockMemory Management: Memory managemer

strategies: Background; Swapping; Contiguous mematipcation;
Structure of page table; Segmentation.

Paging

10 Hours
n
t

Module — 4

Virtual Memory Management: Background; Demand paging; Copy-on-wri
Page replacement; Allocation of frames; Thrashkite System, Implementation
of File System: File system: File concept; Access methods; Directorycstme;
File system mounting; File sharing; Protection;plementing File system: Fil
system structure; File system implementation; Rawcimplementation; Allocatior
methods; Free space management.

te:0 Hours

D

Module — 5

Secondary Storage Structures, Protection:Mass storage structures; Di
structure; Disk attachment; Disk scheduling; Diskanagement; Swap spa
management. Protection: Goals of protection, Rulasi of protection, Domain ¢
protection, Access matrix, Implementation of accesatrix, Access contro
Revocation of access rights, Capability- BasedesystCase Study: The Linux
Operating System: Linux history; Design principles; Kernel moduleBrocess

skO Hours
ce
f




management; Scheduling; Memory Management; Filéesys Input and output;
Inter-process communication.

Course outcomes The students should be able to:

» Demonstrate need for OS and different types of OS

» Discuss suitable techniques for management okrdifit resources

» lllustrate processor, memory, storage and fileespgstommands

» Explain the different concepts of OS in platformushge through case studies

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:

1. Abraham Silberschatz, Peter Baer Galvin, Greg Ga@perating System Principle8 7
edition, Wiley-India, 2006.

Reference Books

1. Ann McHoes Ida M Fylnn, Understanding Operatingt&ys Cengage Learning,” &dition

2. D.M Dhamdhere, Operating Systems: A Concept Baggutdach 3rd Ed, McGraw- Hill,
2013.

3. P.C.P. Bhatt, An Introduction to Operating Syste@wsncepts and Practice 4th Edition,
PHI(EEE), 2014.

4. William Stallings Operating Systems: Internals &ebign Principles, 6th Edition, Pearson.




DATA MINING AND DATA WAREHOUSING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VI

Subject Code 17CS651 IA Marks 40
Number of Lecture Hours/Week 3 Exam Marks 60
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03
Module — 1 Teaching
Hours

Data Warehousinc&modeling: Basic Concepts: Data Warehousing: A multiti@Hours
Architecture, Data warehouse models: Enterpriseela@rse,Data mart and virtual
warehouse, Extraction, Transformation and loadiraga Cube: A multidimensional
data model, Stars, Snowflakes and Fact consteistioSchemas far
multidimensional Data models, Dimensions: The rofe concept Hierarchies,
Measures: Their Categorization and computationjCByLAP Operations.

Module — 2

Data warehouse implementation& Data mining:Efficient Data Cube 8 Hours
computation: An overview, Indexing OLAP Data: Bigmandex and join index,
Efficient processing of OLAP Queries, OLAP servachitecture ROLAP versus
MOLAP Versus HOLAP. Introduction: What is data mining, Challenges, Data
Mining Tasks, Data: Types of Data, Data QualitytdDBreprocessing, Measures| of
Similarity and Dissimilarity,

Module — 3

Association Analysis Association Analysis: Problem Definition, Frequéem set| 8 Hours
Generation, Rule generation. Alternative Methods Generating Frequent Item
sets, FP-Growth Algorithm, Evaluation of Associati®atterns.

Module — 4

Classification :Decision Trees Induction,Method for Comparing Ofees, Rule| 8 Hours
Based Classifiers, Nearest Neighbor ClassifierBiay Classifiers.

Module — 5

Clustering Analysis: Overview, K-Means, Agglomerative Hierarchical Ckratg, | 8 Hours
DBSCAN, Cluster Evaluation, Density-Based ClustgriGraph-Based Clustering,
Scalable Clustering Algorithms.

Course outcomes The students should be able to:

* Understands data mining problems and implemendaie warehouse
» Demonstrate the association rules for a given piattzrn.
» Discuss between classification and clustering gmut

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:

1. Pang-Ning Tan, Michael Steinbach, Vipin Kumar: drluction to Data Mining, Pearso

=]



First impression,2014.
2. Jiawei Han, MichelineKamber, Jian Pei: Data Mini@pncepts and Techniques?
Edition,Morgan Kaufmann Publisher, 2012.

(98

Reference Books:

1. Sam Anahory, Dennis Murray: Data Warehousing in Real World, Pearson,Tenth
Impression,2012.
2. Michael.J.Berry,Gordon.S.Linoff: Mastering Data Ntig , Wiley Edition, second
edtion,2012.




SOFTWARE ARCHITECTURE AND DESIGN PATTERNS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VI

Subject Code 17CS652 IA Marks 40
Number of Lecture Hours/Week 3 Exam Marks 60
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03
Module — 1 Teaching
Hours

Introduction : what is a design pattern? describing desigrepef the catalog of8 Hours
design pattern, organizing the catalog, how depgfterns solve design problems,

how to select a design pattern, how to use a dgmgern. What is object-oriented
development? , key concepts of object oriented gdesither related concepts,
benefits and drawbacks of the paradigm

Module — 2

Analysis a Syster: overview of the analysis phase, stage 1: gatpetime| 8 Hours
requirements functional requirements specificataefining conceptual classes and

relationships, using the knowledge of the domaiesiBn and Implementation
discussions and further reading.

Module — 3

Design Pattern Catalo¢ Structural patterns, Adapter, bridge, composlegorator, 8 Hours
facade, flyweight, proxy.

Module — 4

Interactive systems and the MVC architecturcintroduction , The MVC 8 Hours
architectural pattern, analyzing a simple drawimggpam , designing the system,
designing of the subsystems, getting into implemwgon , implementing undp
operation , drawing incomplete items, adding a feature , pattern based solutions.

Module — 5

Designing with Distributed Objects: Client server system, java remote meth@&Hours
invocation, implementing an object oriented systemthe web (discussions and
further reading) a note on input and output, selactatements, loops arrays.

Course outcomes The students should be able to:

» Design and implement codes with higher performamzlower complexity

* Demonstrate code qualities needed to keep codibliéex

» lllustrate design principles and be able to ass$lkssquality of a design with
respect to these principles.

» Explain principles in the design of object oriengsdtems.

* Understand a range of design patterns.

» Discuss suitable patterns in specific contexts

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:




1. Object-oriented analysis, design and implementaboahma dathan,
sarnathrammath, universities press,2013

2. Design patterns, erich gamma, Richard helan, Ralpinan , john vlissides
,PEARSON Publication,2013.

Reference Books:

1. Frank Bachmann, RegineMeunier, Hans Rohnert “Ratt@riented Software
Architecture” —=Volume 1, 1996.

2. William J Brown et al., "Anti-Patterns: RefactoriGgftware, Architectures and Project
in Crisis", John Wiley, 1998.




OPERATIONS RESEARCH
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VI

Subject Code 17CS653 IA Marks 40
Number of Lecture Hours/Week 3 Exam Marks 60
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03
Module — 1 Teaching
Hours

Introduction, Linear Programming: Introduction: The origin, natureand impact|@ Hours
OR; Defining the problem and gathering data; Foatiny§ amathematical model;
Deriving solutions from the model; Testing the migeéieeparing to apply the model;
Implementation .

Introduction to Linear Programming Problem (LPP): Prototype example
Assumptions of LPP, Formulation of LPP and Graghimeathod various examples.

[

Module — 2

Simplex Method - 1: The essence of the simplex method; Setting up ithplex | 8 Hours
method; Types of variables, Algebraof the simplexthrod; the simplex method |n
tabular form; Tie breaking inthe simplex methodgBvI method, Two phas
method.

[¢])

Module — 3

Simplex Method - 2: Duality Theory - The essence of duality theory, Primaldu8lHours
relationship, conversion of primal to dual probland vice versa. The dual simplex
method.

Module — 4

Transportation and Assignment Problems:The transportation problem, InitiaB Hours
Basic Feasible Solution (IBFS) by North West CorRate method, Matrix Minima
Method, Vogel's Approximation Method. Optimal sobrt by Modified
Distribution Method (MODI). The Assignment problefkHungarian algorithm fof
the assignment problem. Minimization and Maximizatvarieties in transportatign
and assignment problems.

Module — 5

Game Theory.: Game Theory: The formulation of twopersons, zerm gjames] 8 Hours
saddle point, maximin and minimax principle, Sotyisimple games- a prototype
example;Games with mixed strategies; Graphicaltewiyprocedure.
Metaheuristics: The nature of Metaheuristics, Tabu Search, Simdieteealing,
Genetic Algorithms.

Course outcomes The students should be able to:

» Explain optimization techniques for various probe
» Understand the given problem as transportationaasgynment problem and solve.
» lllustrate game theory for decision support system

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.




The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:

1. D.S. Hira and P.K. Gupt@perations Research, (Revised Edition), Published by S.
Chand & Company Ltd, 2014

Reference Books:

1. S Kalavathy, Operation Research, Vikas Publishingd¢ Pvt Limited, 01-Aug-2002
2. S D Sharma, Operation ReseakadgarNath Ram Nath Publishers.




DISTRIBUTED COMPUTING SYSTEM
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VI

Subject Code 17CS654 IA Marks 40
Number of Lecture Hours/Week 3 Exam Marks 60
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03
Module — 1 Teaching
Hours

Characterization of Distributed Systems: Introduction, Examples of D$,8 Hours
Resource sharing and the Web, Challenges
System Models:Architectural Models, Fundamental Models

Module — 2

Inter Process Communication:Introduction, API for Internet Protocols, External 8 Hours
Data Representation and Marshalling, Client — &@ommunication, Group
Communication

Distributed Objects and RMI: Introduction, Communication between Distributg
Objects, RPC, Events and Notifications

D
o

Module — 3

Operating System Support:Introduction, The OS layer, Protection, Processels a8 Hours
Threads, Communication and Invocation , Operatysgesn architecture
Distributed File Systems:Introduction, File Service architecture, Sun NetBile
System

Module — 4

Time and Global States: Introduction, Clocks, events and process stat8silours
Synchronizing physical clocks, Logical time anditad clocks, Global states
Coordination and Agreement: Introduction, Distributed mutual exclusion,
Elections

Module — 5

Distributed Transactions: Introduction, Flat and nested distributed transastj| 8 Hours
Atomic commit protocols, Concurrency control in tdisuted transactions,
distributed deadlocks

Course outcomes The students should be able to:

» Explain the characteristics of a distributed sys&omg with its and design challenges

* lllustrate the mechanism of IPC between distributegcts

» Describe the distributed file service architectame the important characteristics of
SUN NFS.

» Discuss concurrency control algorithms appliedigtrdbuted transactions

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:

1. George Coulouris, Jean Dollimore and Tim Kindb@&®gtributed Systems — Concepts and




Design, 'Edition, Pearson Publications, 2009

Reference Books:

1. Andrew S Tanenbaum: Distributed Operating Syst@figdition, Pearson publication, 20

2. Ajay D. Kshemkalyani and MukeshSinghal, Distribu@oimputing: Principles, Algorithms
and Systems, Cambridge University Press, 2008

3. SunitaMahajan, Seema Shan, “ Distributed Computi@xford University Press,2015




MOBILE APPLICATION DEVELOPMENT
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 -2018)
SEMESTER - VI

Subject Code 17CS661 IA Marks 40
Number of Lecture Hours/Week 3 Exam Marks 60
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03
Module — 1 Teaching
Hours

Get started, Build your first app, Activities, Tiest, debugging and using suppo®& Hours
libraries

Module — 2
User Interaction, Delightful user experience, Trestyour Ul | 8 Hours
Module — 3
Background Tasks, Triggering, scheduling and ogiimg background tasks | 8 Hours
Module — 4

All about data, Preferences and Settings, Storat@ dsing SQLite, Sharing dat8 Hours
with content providers, Loading data using Loaders

Module — 5

Permissions, Performance and Security, Firebasédhtbb, Publish | 8 Hours

Course outcomes The students should be able to:

 Design and Develop Android application by setting Android developmen
environment

* Implement adaptive, responsive user interfaceswbat across a wide range of device

» Explainlong running tasks and background work ird#nd applications

» Demonstrate methods in storing, sharing and rehgegiata in Android applications

» Discuss the performance of android applicatiors amderstand the role of permissia
and security

» Describe the steps involved in publishing Andrqgiglecation to share with the world

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:

2. Google Developer Training, "Android Developer Fumgatals Course — Concept
Reference”, Google Developer Training Team, 2017.
https://lwww.gitbook.com/book/google-developer-tragiandroid-developer-
fundamentals-course-concepts/details (Downloadiledfrom the above link)

Reference Books:

1. Erik Hellman, “Android Programming — Pushing theniifis”, 1% Edition, Wiley India Pvi
Ltd, 2014.

2. Dawn Griffiths and David Griffiths, “Head First Angid Development”, $ Edition,
O’Reilly SPD Publishers, 2015.

—
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3. J F DiMarzio, “Beginning Android Programming withndroid Studio”, 4 Edition,




Wiley India Pvt Ltd, 2016. ISBN-13: 978-8126565580
4. AnubhavPradhan, Anil V Deshpande, “ Composing MeBipps” using Android, Wiley
2014, ISBN: 978-81-265-4660-2




BIG DATA ANALYTICS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 -2018)
SEMESTER - VI

Subject Code 17CS662 IA Marks

40

Number of Lecture Hours/Week 4 Exam Marks

60

Total Number of Lecture Hours 40 Exam Hours

03

CREDITS - 03

Module — 1

Teaching
Hours

Introduction to Data Analytics and Decision Makinc: Introduction, Overview o

the Book, The Methods, The Software, Modeling anodMs, Graphical Models

Algebraic Models, Spreadsheet Models, Seven-StepelgProces®escribing

the Distribution of a Single Variablelntroduction,Basic Concepts, Populatic

and Samples, Data Sets,Variables,and Observatioyes of Data, Descriptiv|
Measures for Categorical Variables, Descriptive 8&eas for Numerical Variable
Numerical Summary Measures, Numerical Summary Measu with

StatTools,Charts for Numerical Variables, Time &giData, Outliers and Missir
for Itdfing,Sorting,anc

Values,Outliers,Missing  Values, Excel Tables

Summarizing.

Finding Relationships among Variables Introduction, Relationships amor

Categorical Variables, Relationships among Categbiariables and a Numeric

Variable, Stacked and Unstacked Formats, Relatippstamong Numerica

Variables, Scatterplots, Correlation and CovariaRoeot Tables.

f 08 Hours

Py

ns
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Module — 2

Probability and Probability Distributions :Introduction,Probability Essential
Rule of Complements, Addition Rule, Conditional Bability and the
Multiplication Rule, Probabilistic Independence,uatly Likely Events, Subjectiv
Versus Objective Probabilities, Probability Distriton of a Single Randor
Variable, Summary Measures of a Probability Distitn, Conditional Mean an
Variance, Introduction to Simulation.

Normal,Binormal,Poisson,and  Exponential  Distributians:Introduction, The
Normal Distribution, Continuous Distributions anemsity Functions, The Norm
Density,Standardizing:Z-Values,Normal Tables andalies, Normal Calculation

in Excel, Empirical Rules Revisited, Weighted Sush®ormal Random Variables

Applications of the Normal Random Distribution, TBeomial Distribution, Mear
and Standard Deviation of the Binomial Distributidine Binomial Distribution in
the Context of Sampling, The Normal Approximatiorttie Binomial, Applications

of the Binomial Distribution, The Poisson and Exeotial Distributions, The

Poisson Distribution, The Exponential Distribution.

sP8 Hours
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Module — 3

Decision Making under Uncertainty:Introduction,Elements of Decision Analys
Payoff  Tables, Possible Decision Criteria, ExpectedMonetary
Value(EMY),Sensitivity Analysis, Decision Trees sRiProfiles, The Precision Tre
Add-In,Bayes' Rule, Multistage Decision Problemsl éine Value of Information
The Value of Information, Risk Aversion and Expelctdtility, Utility Functions,

9)8 Hours

pe

Exponential Utility, Certainty Equivalents, Is Exgbed Utility Maximization Used?




Sampling and Sampling Distributions: Introduction, Sampling Terminology,
Methods for Selecting Random Samples, Simple Ran&ampling, Systemati

Sampling, Stratified Sampling, Cluster Sampling, It\dtage Sampling Schemes,
Introduction to Estimation, Sources of EstimatiomoE Key Terms in Sampling,
Sampling Distribution of the Sample Mean, The Cankimit Theorem, Sample
Size Selection, Summary of Key Ideas for Simpled®am Sampling.

Module — 4

Confidence Interval Estimation: Introduction, Sampling Distributions, The| 08 Hours
Distribution, Other Sampling Distributions, Confide Interval for a Mean,
Confidence Interval for a Total, Confidence Intéri@ a Proportion, Confidence
Interval for a Standard Deviation, Confidence Iméérfor the Difference betwegn
Means, Independent Samples, Paired Samples, Cooédédnterval for the
Difference between Proportions, Sample Size Selecample Size Selection fpr
Estimation of the Mean, Sample Size Selection &iimgation of Other Parameters.
Hypothesis Testingintroduction,Concepts in Hypothesis Testing, Nwhd
Alternative Hypothesis, One-Tailed Versus Two-Tail€ests, Types of Error
Significance Level and Rejection Region, Significanfrom p-values, Type
Errors and Power, Hypothesis Tests and Confidentervals, Practical versus
Statistical Significance, Hypothesis Tests for pdation Mean, Hypothesis Tests
for Other Parameters, Hypothesis Tests for a PapualdProportion, Hypothesi
Tests for Differences between Population Means, dthgsis Test for Eque
Population Variances, Hypothesis Tests for Diffeeenbetween Populatign
Proportions, Tests for Normality, Chi-Square Testlhdependence.

— )
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Module — 5

Regression Analysi: Estimating Relationships: Introduction, Scattetpl :| 08 Hours
Graphing Relationships, Linear versus NonlinearaRahships,Outliers,Unequal
Variance, No Relationship,Correlations:Indicatiaid.inear Relationships, Simple
Linear Regression, Least Squares Estimation, StdnHaror of Estimate, The
Percentage of Variation ExplainedSRuare,Multiple Regression, Interpretation
Regression Coefficients, Interpretation of Standamdr of Estimate and R-Square,
Modeling Possibilities, Dummy Variables, InteraatioVariables, Nonlinear
Transformations, Validation of the Fit.

Regression Analysis Statistical Inference:Introduction,The Statisticklodel,
Inferences About the Regression Coefficients, SemgplDistribution of the
Regression Coefficients, Hypothesis Tests for tlegrBssion Coefficients and p-
Values, A Test for the Overall Fit: The ANOVA
Table,Multicollinearity,Include/Exclude Decisions, Stepwise
Regression,Oultliers,Violations of Regression Assiong,Nonconstant Errg
Variance,Nonnormality of Residuals,Autocorrelatezbiduals ,Prediction.

=

Course outcomes The students should be able to:

» Explain the importance of data and data analysis
* Interpret the probabilistic models for data

» lllustrate hypothesis, uncertainty principle

» Demonstrate the regression analysis

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.




The students will have to answer 5 full questi@e$ecting one full question from each modul

D

Text Books:

1. S C Albright and W L Winston, Business analyticatadanalysis and decision making,
5/e Cenage Learning

Reference Books:




WIRELESS NETWORKS AND MOBILE COMPUTING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 -2018)
SEMESTER - VI

Subject Code 17CS663 IA Marks 40

Number of Lecture Hours/Week 3 Exam Marks 60

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Module — 1 Teaching

Hours

Mobile Communication, Mobile Computing, Mobile Coutmg Architecture,| 8 Hours

Mobile Devices Mobile System Networks, Data Dissmtipbn, Mobility

Management, Security Cellular Networks and FrequeriReuse, Mobilg

Smartphone, Smart Mobiles, and Systems Handhel&ePd@omputers, Handheld

Devices, Smart Systems, Limitations of Mobile Degic

Automotive Systems

Module — 2

GSM-Services and System Architecture, Radio Intedaof GSM, Protocols 0f8 Hours

GSM Localization, Call Handling Handover, Securidew Data Services, General

Packet Radio Service High-speed Circuit SwitchethDRECT,

Modulation, Multiplexing, Controlling the Medium A&ess Spread Spectrum,

Frequency Hopping Spread Spectrum (FHSS),Codinghddist Code Division

Multiple Access, IMT-2000 3G Wireless Communicatitandards, WCDMA 3G

Communications Standards ,CDMMA2000 3G Communicattandards, I-mode,

OFDM, High Speed Packet Access (HSPA) 3G Network
Long-term Evolution, WiMaxRel 1.0 IEEE 802.16e, Bdband Wireless Access,4
Networks, Mobile Satellite Communication Networks

Module — 3

IP and Mobile IP Network Layers, Packet Deliverg dtandover Management
Location Management, Registration, Tunnelling anchcdpsulation, Rout
Optimization Dynamic Host Configuration ProtocobI?, IPsec

Conventional TCP/IP Transport Layer Protocols, hacti TCP, Snooping TCP
Mobile TCP, Other Methods of Mobile TCP-layer Tramssion ,TCP over 2.5G/3
Mobile Networks

1)

Q)

8 Hours

Module — 4

Data Organization, Database Transactional ModelsAGID Rules, Query
Processing Data Recovery Process, Database Hoafrdoigiques , Data Cachin
Client-Server Computing for Mobile Computing andajstation

Adaptation Software for Mobile Computing, Power-AeaMobile Computing
Context-aware Mobile Computing

8 Hours

g,

Module — 5

Communication Asymmetry, Classification of Datardely Mechanisms, Dat
Dissemination Broadcast Models, Selective Tuningj laxexing techniques, Digita
Audio Broadcasting (DAB), Digital Video Broadcasggin
Synchronization, Synchronization Software for MebDevices, Synchronizatig
Software for Mobile Devices

SyncML-Synchronization Language for Mobile CompgtBync4J (Funambol
Synchronized Multimedia Markup Language (SMIL)

al

a8 Hours
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Course outcomes The students should be able to:

» Understand the various mobile communication systems
» Describe various multiplexing systems used in neobdmputing.
» Explain the use and importance of data synchranizém mobile computing

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:

1. Raj kamal: Mobile Computing,"2 EDITION, Oxford University Press, 2007/2012
2. MartynMallik: Mobile and Wireless Design Essentjaldiley India, 2003

Reference Books:

1. Ashok Talukder, RoopaYavagal, Hasan Ahmed: Mobitem@uting, Technology,
Applications and Service Creation, 2nd Edition,allstcGraw Hill, 2010.

2. ItiSahaMisra: Wireless Communications and Netwo83,and Beyond, Tata
McGraw Hill, 2009.




PYTHON APPLICATION PROGRAMMING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 -2018)
SEMESTER - VI

Subject Code 17CS664 IA Marks 40
Number of Lecture Hours/Week 3 Exam Marks 60
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03
Module — 1 Teaching
Hours

Why should you learn to write programs, Variablespressions and statemernt§, Hours
Conditional execution, Functions

Module — 2
Iteration, Strings, Files | 8 Hours
Module — 3
Lists, Dictionaries, Tuples, Regular Expressions | 8 Hours
Module — 4
Classes and objects, Classes and functions, Clasdasethods | 8 Hours
Module — 5
Networked programs, Using Web Services, Using dest@dand SQL \ 8 Hours

Course outcomes The students should be able to:

* Understand Python syntax and semantics and bet filn¢he use of Python flow contr
and functions.

» Demonstrate proficiency in handling Strings ane Bi/stems.

* Implement Python Programs using core data strestlike Lists, Dictionaries and us
Regular Expressions.

* Interpret the concepts of Object-Oriented Programgnais used in Python.

* Implement exemplary applications related to Netwrégramming, Web Services and
Databases in Python.

O

5€

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:

5. Charles R. Severance, “Python for Everybody: ExptpiData Using Python 3”,°1
Edition, CreateSpace Independent Publishing Platfor2016. (http://dol.dr
chuck.com/pythonlearn/EN_us/pythonlearn.pdf ) (Qbiepl — 13, 15)

6. Allen B. Downey, "Think Python: How to Think Like @omputer Scientist”, "SEdition,
Green Tea Press, 2015. (http://greenteapress.dokptthon2/thinkpython2.pdf
(Chapters 15, 16, 17)(Download pdf files from thewe links)

Reference Books:

1. Charles Dierbach, "Introduction to Computer Sciettsing Python", T Edition,
Wiley India Pvt Ltd. ISBN-13: 978-8126556014

2. Mark Lutz, “Programming Python” "4Edition, O'Reilly Media, 2011.I1SBN-13: 974
9350232873




3. Wesley J Chun, “Core Python Applications Progranghin3“Edition,Pearson
Education India, 2015. ISBN-13: 978-9332555365
4. Roberto Tamassia, Michael H Goldwasser, Michaelbddsich, “Data Structures and
Algorithms in Python”,fEdition, Wiley India Pvt Ltd, 2016. ISBN-13: 978-
8126562176

5. ReemaThareja, “Python Programming using problenvirspl approach”, Oxford
university press, 2017




SERVICE ORIENTED ARCHITECTURE
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 -2018)
SEMESTER - VI

Subject Code 17CS665 IA Marks 40
Number of Lecture Hours/Week 3 Exam Marks 60
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03
Module — 1 Teaching
Hours

SOA BASICS:Software Architecture;Need for Software Architecture, Objectiv
of Software Architecture, Types of IT Architectur@ychitecture Patterns an
Styles,Service oriented ArchitectureService Orientation in Daily Life, Evolutio
of SOA, Drives for SOA, Dimension of SOA, Key conmgmts, perspective

e8 Hours
d

f

SOA, Enterprise-wide SOA,; Considerations for Enterprise-Wide SOA, Strawman

Architecture For Enterprise-Wide-SOA-Enterprise, ASCayers, Application
Development Process, SOA Methodology For Enterprise
Text1: Ch2: 2.1 — 2.4, Ch3:3.1-3.7; Ch4: 4.1 - 4.5

Module — 2

Enterprise Applications;Architecture Considerations, Solution Architectuie
enterprise applicationSoftware platforms for enterprise Applications;Package
Application Platforms, Enterprise Application Ptaths, Service-oriented-
Enterprise  Applications; Considerations for Service-Oriented Enterp
Applications, Patterns for SOA, Pattern-Based Aethture for Service-Oriente
Enterprise Application(java reference model onlgntposite Applications, SO/
programming models.

Text 1: Ch5:5.1, 5.2, 6.1, 6(PageNo 74-81)7.1 — 7.5

8 Hours

rise
d

Module — 3

SOA ANALYSIS AND DESIGN; Need For Models, Principles of Service Desi
Design of Activity Services, Design of DatasevicBgsign of Client services ar|
Design of business process servicégchnologies of SOATechnologies Fo
Service Enablement, Technologies For Service Iategr, Technologies fo
Service orchestration.

Text1:Ch8:8.1-8.6,9.1-9.3

08,Hours
d
r
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Module — 4

Business case for SO/ Stakeholder OBJECTIVES, Benefits of SOA, C
Savings, Return on Investment, SOA Governasesurity and implementation;
SOA Governance, SOA Security, approach for entsgpriwide SOA
implementatiorifrends in SOA; Technologies in Relation to SOA, Advances
SOA.

Text1: Ch 10: 10.1 -10.4,Ch 11: 11.1 t0 11.3, Ch12.2, 12.3

o8tHours

Module — 5

SOA Technologie-PoC;Loan Management System(LMS), PoC-Requirem
Architectures of LMSSOA based integrationintegrating existing applicatior
SOA best practices, Basic SOA using REST. Role of WSDL,SOAP 3
JAVA/XML Mapping in SOA.

Text 1:Page No 245-248; ReferenceBook:Chapter3; Tek:Page No 307-310

cBteours
I
\ind

Text2: Ch 3, Ch4




Course outcomes The students should be able to:

« Understand the different IT architectures

e Explain SOA based applications

¢ lllustrate web service and realization of SOA
e DiscussRESTful services

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:

1. Shankar Kambhampaly, “Service—Oriented Architecfardnterprise Applications”,Wiley
Second Edition, 2014.
2. Mark D. Hansen, “SOA using Java Web Services”, ftradiall, 2007.

Reference Books:

4. WaseemRoshen, “SOA-Based Enterprise Integratioata McGraw-HILL, 2009.




MULTI-CORE ARCHITECTURE AND PROGRAMMING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 -2018)
SEMESTER - VI

Subject Code 17CS666 IA Marks 40
Number of Lecture Hours/Week 3 Exam Marks 60
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03
Module — 1 Teaching
Hours

Introduction to Multi -core Architecture Motivation for Concurrency in softwarg
Parallel Computing Platforms, Parallel Computing iMicroprocessors
Differentiating Multi-core Architectures from Hypefhreading Technology, Multi
threading on Single-Core versus Multi-Core Platf®tdnderstanding Performanc
Amdahl's Law, Growing Returns: Gustafson’s Lawystem Overview of
Threading : Defining Threads, System View of Threads, Thiegdabove the
Operating System, Threads inside the OS, Threasigdeinthe Hardware, Wha
Happens When a Thread Is Created, Application rroging Models an(
Threading, Virtual Environment: VMs and PlatformRuntime Virtualization
System Virtualization.

28 Hours

€,

S

Module — 2

Fundamental Concepts of Parallel Programming Designing for Threads, Tag
Decomposition, Data Decomposition, Data Flow Decaositpon, Implications of
Different Decompositions, Challenges You'll Faceydlel Programming Pattern
A Motivating Problem: Error Diffusion, Analysis die Error Diffusion Algorithm
An Alternate Approach: Parallel Error Diffusion, @t Alternatives.Threading
and Parallel Programming Constructs: Synchronization, Critical Section
Deadlock, Synchronization Primitives, Semaphorescks, Condition Variableg
Messages, Flow Control- based Concepts, Fence,ieBarimplementation
dependent Threading Features

K Hours

Module — 3

Threading APIs :ThreadingAPIs for Microsoft Windows, Win32/MFC Tlack
APIs, Threading APIs for Microsoft. NET Framewofk,eating Threads, Managir
Threads, Thread Pools, Thread Synchronization, RO8teads, Creating Thread
Managing Threads, Thread Synchronization, Signallamnpilation and Linking.

8 Hours

g
Sl

Module — 4

OpenMP: A Portable Solution for Threading : Challenges in Threading a Loo
Loop-carried Dependence, Data-race Conditions, MiagaShared and Priva
Data, Loop Scheduling and Portioning, Effective WdeReductions, Minimizing
Threading Overhead, Work-sharing Sections, Perfoo@ariented Programmin
Using Barrier and No wait, Interleaving Single-thdleand Multi-thread Executio
Data Copy-in and Copy-out, Protecting Updates oér&th Variables, Intel Tag
gueuing Extension to OpenMP, OpenMP Library FumstjdOpenMP Environmer
Variables, Compilation, Debugging, performance

p3 Hours
e

J,
N

K
It

Module — 5

Solutions to Common Parallel Programming Problems :Too Many Threads
Data Races, Deadlocks, and Live Locks, Deadlockaviie Contended Locks

, 8 Hours

Priority Inversion, Solutions for Heavily ContendeHocks, Non-blocking




Algorithms, ABA Problem, Cache Line Ping-ponging,eiMory Reclamation
Problem, Recommendations, Thread-safe Functiond dmdries, Memory Issues,
Bandwidth, Working in the Cache, Memory ContentiGache-related Issues, False
Sharing, Memory Consistency, Current 1A-32 Architee, Itanium Architecture,
High-level Languages, Avoiding Pipeline Stalls o&32,Data Organization fo
High Performance.

=

Course outcomes The students should be able to:

» |dentify the issues involved in multicore architeets

» Explain fundamental concepts of parallel prograngand its design issues

* Solve the issues related to multiprocessing agdest solutions

» Discuss salient features of different multicorehétectures and how they explg
parallelism

» llustrate OpenMP and programming concept

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:

2. Multicore Programming , Increased Performance thinddoftware Multi-threading by
ShameemAkhter and Jason Roberts , Intel Pre€3s, 20

Reference Books:

NIL

)]

it



SYSTEM SOFTWARE AND OPERATING SYSTEM LABORATORY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VI

Subject Code 17CSL67 IA Marks 40

Number of Lecture Hours/Week 011 + 02P Exam Marks 0 6

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02

Description (If any):

Exercises to be prepared with minimum three filé¢re ever necessary):

i. Header file.

ii. Implementation file.

iii. Application file where main function will berpsent.
The idea behind using three files is to differaetibetween the developer and user sides. In the
developer side, all the three files could be made@le. For the user side only header file and
application files could be made visible, which me#mat the object code of the implementaﬂion
file could be given to the user along with the ifagee given in the header file, hiding the source
file, if required. Avoid I/O operations (printf/scB and usedata input file where ever it ig
possible

Lab Experiments:

1.
a) Write a LEX program to recognize validrithmetic expression.ldentifiers in the
expression could be only integers and operatorkidmel + and *. Count the identifiers

& operators present and print them separately.

b) Write YACC program to evaluatarithmetic expressionnvolving operators:  +, -, ¥,
and /

2. Develop, Implement and Execute a program using YAG@ to recognize all string
ending withb preceded bya’s using the grammaa" b (note: inpun value)

"

3. Design, develop and implement YACC/C program to stact Predictive / LL(1)
Parsing Tablefor the grammar ruleA -aBa , B -bB | & Use this table to parse the

sentenceabba$
4. Design, develop and implement YACC/C program to alesirateShift Reduce Parsing
techniquefor the grammar rulds: E+T | T, T -T*F | F, F -(E) | id and

parse the sentenae: + id * id.
5. Design, develop and implement a C/Java programetemate the machine code using
Triples for the statemem = -B * (C +D) whose intermediate code in three-address form:

T1=-B
T2=C+D
T3=T1+T2
A=T3

6. a) Write a LEX program to eliminatomment linesn aC program and copy the




resulting program into a separate file.

b) Write YACC program to recognize validentifier, operators and keywords the
given text C program) file.

. Design, develop and implement a C/C++/Java progtansimulate the working o
Shortest remaining time and Round Robin (RR) scliveglalgorithms. Experiment wit
different quantum sizes for RR algorithm.

. Design, develop and implement a C/C++/Java progcaimplement Banker’s algorithn
Assume suitable input required to demonstratedhalts.
. Design, develop and implement a C/C++/Java progmaimplement page replaceme
algorithms LRU and FIFO. Assume suitable input nregfuito demonstrate the results.

Study Experiment / Project:

NIL

Course outcomes The students should be able to:

Implement and demonstrate Lexer’'s and Parser’s

Implement different algorithms required for managein scheduling, allocation and
communication used in operating system.

Conduction of Practical Examination:

All laboratory experiments are to be included foagtical examination.

Students are allowed to pick one experiment froendh

Strictly follow the instructions as printed on th@ver page of answer script
Marks distribution: Procedure + Conduction + Viva+ 70 +15 (100)

Change of experiment is allowed only once and markallotted to the procedure

e

N

nt

part to be made zero




COMPUTER GRAPHICS LABORATORY WITH MINI PROJECT
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VI

Subject Code 17CSL68 IA Marks 40

Number of Lecture Hours/Week 011 + 02P Exam Marks 0 6

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02

Description (If any):

Lab Experiments:

Design, develop, and implement the following progmas using OpenGL API

PART A

1.

8.

9.

Implement Brenham’s line drawing algorithm for tsgbes of slope.
Refer:Text-1: Chapter 3.5

Refer:Text-2: Chapter 8

Create and rotate a triangle about the origin afinced point.
Refer:Text-1: Chapter 5-4

Draw a colour cube and spin it using OpenGL tramsédion matrices.
Refer:Text-2: Modelling a Coloured Cube

Draw a color cube and allow the user to move timeeta suitably to experiment wil
perspective viewing.

Refer:Text-2: Topic: Positioning of Camera
Clip a lines using Cohen-Sutherland algorithm
Refer:Text-1: Chapter 6.7

Refer:Text-2: Chapter 8

To draw a simple shaded scene consisting of adearpa table. Define suitably tk
position and properties of the light source alonth\the properties of the surfaces
the solid object used in the scene.

Refer:Text-2: Topic: Lighting and Shading

Design, develop and implement recursively subdivédéetrahedron to form 3
sierpinski gasket. The number of recursive steps e specified by the user.
Refer: Text-2: Topic:sierpinski gasket.

Develop a menu driven program to animate a flaggiBiezier Curve algorithm
Refer: Text-1: Chapter 8-10

Develop a menu driven program to fill the polygamg scan line algorithm

e
of

Project:

Student should develop mini project on the topientioned below or similar applications usi
Open GL API. Consider all types of attributes lié&lor, thickness, styles, font, backgrout
speed etc., while doing mini project.

(During the practical exam: the students should demustrate and answer Viva-Vocg
Sample Topics:

Simulation of concepts of OS, Data structures, algithms etc.

PART —B ( MINI-PROJECT) :

ng
nd,

Course outcomes The students should be able to:

* Apply the concepts of computer graphics
* Implement computer graphics applications using @den




WEB TECHNOLOGY AND ITS APPLICATIONS

* Implement real world problems using OpenGL

Conduction of Practical Examination:
9. All laboratory experiments from part A are to beluded for practical examination.
10. Mini project has to be evaluated for 40 Marks.
11.Report should be prepared in a standard formatpbes! for project work.
12. Students are allowed to pick one experiment froenlah
13. Strictly follow the instructions as printed on th@ver page of answer script.
14.Marks distribution:
d) Part A: Procedure + Conduction + ViV@@ + 42 +09 =60 Marks
e) Part B: Demonstration + Report + Viva voc6+14+06 = 40 Marks
15.Change of experiment is allowed only once and malik$ted to the procedure part
to be made zero.

Reference books:

1. Donald Hearn & Pauline Baker: Computer Graphics+@eVersion,¥ Edition,
Pearson Education,2011

2. Edward Angel: Interactive computer graphics- A Tapvn approach with OpenGL™5
edition. Pearson Education, 2011

3. M MRaikar, Computer Graphics using OpenGL, Fillipatning / Elsevier, Bangalore /
New Delhi (2013)




[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VI

Subject Code 17CS71 IA Marks 40

Number of Lecture Hours/Week 04 Exam Marks

60

Total Number of Lecture Hours 50 Exam Hours

03

CREDITS - 04

Module — 1

Teaching
Hours

Introduction to HTML, What is HTML and Where did dome from?, HTML
Syntax, Semantic Markup, Structure of HTML Docunser@uick Tour of HTML
Elements, HTML5 Semantic Structure Elements, Inintidn to CSS, What is CS

U)

CSS Syntax, Location of Styles, Selectors, The &#scHow Styles Interact, The

Box Model, CSS Text Styling.

10 Hours

Module — 2

HTML Tables and Forms, Introducing Tables, Stylihgbles, Introducing Forms,
Form Control Elements, Table and Form AccessibilMicroformats, Advanced

CSS: Layout, Normal Flow, Positioning Elements,dfilog Elements, Constructing

UJ

Multicolumn Layouts, Approaches to CSS Layout, Resve Design, CS
Frameworks.

10 Hours

Module — 3

JavaScript: Client-Side Scripting, What is Javg3crand What can it do?,

JavaScript Design Principles, Where does JavaS&ip?, Syntax, JavaScript

Objects, The Document Object Model (DOM), JavaScripvents, Forms,
Introduction to Server-Side Development with PHP,hatV is Server-Side
Development, A Web Server's Responsibilities, Quibtur of PHP, Program
Control, Functions

10 Hours

Module — 4

PHP Arrays and Superglobals, Arrays, $ GET and $PGSuperglobal Arrays,

10 Hours

$ SERVER Array, $ Files Array, Reading/Writing Bild®HP Classes and Objeqts,

Object-Oriented Overview, Classes and Objects ifP,PEIbject Oriented Design,

Error Handling and Validation, What are Errors aB#gceptions?, PHP Error
Reporting, PHP Error and Exception Handling

Module — 5

Managing State, The Problem of State in Web Appboa, Passing Information vial0 Hours

Query Strings, Passing Information via the URL Paflookies, Serialization,
Session State, HTML5 Web Storage, Caching, Advard@@Script and jQuery
JavaScript Pseudo-Classes, jQuery Foundations, AJAXynchronous File
Transmission, Animation, Backbone MVC Framework®]LXProcessing and We
Services, XML Processing, JSON, Overview of Welviges.

len

Course OutcomesAfter studying this course, students will be alole t

* Define HTML and CSS syntax and semantics to buith wages.

* Understand the concepts of Construct , visuallyngdrtables and forms using HTM

using CSS

* Develop Client-Side Scripts using JavaScript andve&eSide Scripts us
generate and display the contents dynamically.

» List the principles of object oriented developmesing PHP

» lllustrate JavaScript frameworks like jQuery anccBaone which facilitates developer

ing PHP

L

o

to




focus on core features.

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questi@etecting one full question from each modul

Text Books:

7. Randy Connolly, Ricardo HoatFundamentals of Web Development”, 1¥Edition,
Pearson Education IndidSBN:978-9332575271)

Reference Books:

5. Robin Nixon, “Learning PHP, MySQL &JavaScript with jQuery, CSS and
HTML5”, 4™Edition, O'Reilly Publications, 2015IBN:978-9352130153)

6. Luke Welling, Laura ThomsorfPHP and MySQL Web Development”, 5" Edition,
Pearson Education, 2016SBN:978-9332582736)

7. Nicholas C Zakas‘‘Professional JavaScript for Web Developers”, 3 Edition,
Wrox/Wiley India, 2012.ISBN:978-8126535088)

8. David Sawyer McfarlandiJavaScript & jQuery: The Missing Manual”, 1** Edition,
O’Reilly/Shroff Publishers & Distributors Pvt Lt@014 (SBN:978-9351108078)

9. Zak Ruvalcaba Anne Boehm“Murach's HTML5 and CSS3", 3°Edition,
Murachs/Shroff Publishers & Distributors Pvt Ltd)15. (SBN:978-9352133246)

D




ADVANCED COMPUTER ARCHITECTURES
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VI

Subject Code 17CS72 IA Marks

40

Number of Lecture Hours/Week 4 Exam Marks

60

Total Number of Lecture Hours 50 Exam Hours

03

CREDITS — 04

Module — 1

Teaching
Hours

Theory of Parallelism: Parallel Computer Models,eTBtate of Computing

Multiprocessors and Multicomputer ,Multivector aBtMD Computers ,PRAM an

VLSI Models, Program and Network Properties ,Cdodg of Parallelism, Prograt

Partitioning and Scheduling, Program Flow Mechasisr8ystem Interconne

Architectures, Principles of Scalable Performan&erformance Metrics an

Measures, Parallel Processing Applications, Spe&guformance Laws, Scalabili
Analysis and Approaches.

,10 Hours
ol
m
Ct
d
Ly

Module — 2

Hardware Technologies: Processors and Memory HileyarAdvanced Process

Technology, Superscalar and Vector Processors, Mefdeerarchy Technology

Virtual Memory Technology.

pd.0 Hours

Module — 3

Bus, Cache, and Shared Memory ,Bus Systems ,Cactraol Organization
,Shared Memory Organizations ,Sequential and WealnsiStency Models
,Pipelining and Superscalar Techniques ,Linear lidpeProcessors ,Nonline
Pipeline Processors ,Instruction Pipeline Desigrthfetic Pipeline Design (Upt
6.4).

510 Hours

N

D

218

Module — 4

Parallel and Scalable Architectures: Multiprocessoand Multicompute
,Multiprocessor System Interconnects, Cache Colkereand Synchronizati
Mechanisms, Three Generations of Multicomputerssgddge-Passing Mechanis
,Multivector and SIMD Computers ,Vector ProcessiRgnciples ,Multivector
Multiprocessors ,Compound Vector Processing ,SIMBm@uter Organization
(Upto 8.4),Scalable, Multithreaded, and Dataflowclitectures, Latency-Hidin
Techniques, Principles of Multithreading, Fine-@réulticomputers, Scalable ar
Multithreaded Architectures, Dataflow and HybridcAitectures.

21510 Hours
n

ms

[2)

Module — 5

Software for parallel programming: Parallel Modelsinguages, and Compile
,Parallel Programming Models, Parallel Languaged @ompilers ,Dependeng
Analysis of Data Arrays ,Parallel Program Developtn@and Environments
Synchronization and Multiprocessing Modes. Insiorct and System Leve
Parallelism, Instruction Level Parallelism ,Compuéechitecture ,Contents, Bas

Design Issues ,Problem Definition ,Model of a TwybidProcessor ,Compiler

detected Instruction Level Parallelism ,Operandwioding ,Reorder Buffer
Register Renaming ,Tomasulo’s Algorithm ,Branch diRiteon, Limitations in
Exploiting Instruction Level Parallelism ,ThreadJet Parallelism.

r40 Hours
e

I
c

Course outcomes The students should be able to:

Understand the concepts of parallel computing ardware technologies




» lllustrate and contrast the parallel architectures
» Recall parallel programming concepts

Question paper pattern

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering alltdpcs under a module.

The students will have to answer 5 full questi@etecting one full question from each modul

D

Text Books:
1. Kai Hwang and Naresh Jotwani, Advanced Computehifecture (SIE): Parallelism,
Scalability, Programmability, McGraw Hill Educati@?e. 2015

Reference Books:

1. John L. Hennessy and David A. Patterson, Computehifecture: A quantitative
approach, 5th edition, Morgan Kaufmann Elseveif,320




MACHINE LEARNING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VI

Subject Code 17CS73 IA Marks 40

Number of Lecture Hours/Week 03 Exam Marks 60

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Module — 1 Teaching

Hours

Introduction: Well posed learning problems, Designing a Learnisygstem, 10 Hours

Perspective and Issues in Machine Learning.

Concept Learning: Concept learning task, Concept learning as sedfoid-S

algorithm, Version space, Candidate Eliminatioroatgm, Inductive Bias.

Text Bookl, Sections: 1.1 — 1.3, 2.1-2.5, 2.7

Module — 2

Decision Tree Learning Decision tree representation, Appropriate probldors 10 Hours

decision tree learning, Basic decision tree legrmailgorithm, hypothesis space search

in decision tree learning, Inductive bias in demstree learning, Issues in decisi
tree learning.
Text Book1, Sections: 3.1-3.7

on

Module — 3

Artificial Neural Networks: Introduction, Neural Network representatic
Appropriate problems, Perceptrons, Backpropagatigorithm.
Text book 1, Sections: 4.1 — 4.6

DIRS Hours

Module — 4

Bayesian Learning Introduction, Bayes theorem, Bayes theorem andcegur
learning, ML and LS error hypothesis, ML for prddig probabilities, MDL
principle, Naive Bayes classifier, Bayesian batiefworks, EM algorithm

Text book 1, Sections: 6.1 — 6.6, 6.9, 6.11, 6.12

110 Hours

Module — 5

Evaluating Hypothesis: Motivation, Estimating hypothesis accuracy, Basofs
sampling theorem, General approach for derivingidence intervals, Difference i
error of two hypothesis, Comparing learning aldons.

Instance Based Learning: Introduction, k-nearest neighbor learning, loca
weighted regression, radial basis function, casesit reasoning,

Reinforcement Learning: Introduction, Learning Task, Q Learning

Text book 1, Sections: 5.1-5.6, 8.1-8.5, 13.1-13.3

12 Hours
n

lly

Course Outcomes After studying this course, students will be alole t

» Recall the problems for machine learning. And ddlee either supervised, unsupersvis

or reinforcement learning.
* Understand theory of probability and statisticated to machine learning
» lllustrate concept learning, ANN, Bayes classiflenearest neighbor, Q,

sed

Question paper pattern:

The question paper will have ten questions.




There will be 2 questions from each module.
Each question will have questions covering allttgcs under a module.

The students will have to answer 5 full questi@adecting one full question from each module.

Text Books:

1. Tom M. Mitchell, Machine Learnindndia Edition 2013, McGraw Hill Education.
Reference Books:

1. Trevor Hastie, Robert Tibshirani, Jerome FriedmhnThe Elements of Statistica

Learning, 2nd edition, springer series in statsstic

2. Ethem Alpaydin, Introduction to machine learninggand edition, MIT press.




NATURAL LANGUAGE PROCESSING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VI

Subject Code 17CS741 IA Marks

40

Number of Lecture Hours/Week 3 Exam Marks

60

Total Number of Lecture Hours 40 Exam Hours

03

CREDITS - 03

Module — 1

Teaching
Hours

Overview and language modeling:Overview: Origins and challenges of NL
Language and Grammar-Processing Indian LanguagelsP Mpplications-
Information Retrieval. Language Modeling: Variousa@mar- based Langua
Models-Statistical Language Model.

P8 Hours

Je

Module — 2

Word level and syntactic analysis:Word Level Analysis: Regular Expressior
Finite-State Automata-Morphological Parsing-SpellinError Detection an

correction-Words and Word classes-Part-of Speedjgifg. Syntactic Analysis:

Context-free Grammar-Constituency- Parsing-ProlsdigilParsing.

13 Hours
)|

Module — 3

Extracting Relations from Text: From Word Sequencedo Dependency Paths:
Introduction, Subsequence Kernels for Relation &btion, A Dependency-Pa
Kernel for Relation Extraction and Experimental Eradion.

Mining Diagnostic Text Reports by Learning to Annotite Knowledge Roles:
Introduction, Domain Knowledge and Knowledge Rolésame Semantics ar
Semantic Role Labeling, Learning to Annotate Casis Knowledge Roles an
Evaluations.

A Case Study in Natural Language Based Web SearcinFact System Overview
The GlobalSecurity.org Experience.

8 Hours
h

d

Module — 4

Evaluating Self-Explanations in iSTART: Word Matching, Latent Semantic
Analysis, and Topic Models:Introduction, iISTART: Feedback Systems, iSTAR
Evaluation of Feedback Systems,

Textual Signatures: Identifying Text-Types Using Laent Semantic Analysis to
Measure the Cohesion of Text Structuresintroduction, Cohesion, Coh-Metri
Approaches to Analyzing Texts, Latent Semantic #sial Predictions, Results
Experiments.

Automatic Document Separation: A Combination of Prdabilistic
Classification and Finite-State Sequence Modelingntroduction, Related Work
Data Preparation, Document Separation as a Seqiéaqmaing Problem, Results.
Evolving Explanatory Novel Patterns for Semantical-Based Text Mining:
Related Work, A Semantically Guided Model for Effee Text Mining.

8 Hours
RT:

Module — 5

INFORMATION RETRIEVAL AND LEXICAL RESOURCES:
Retrieval: Design features of Information Retriev8lystems-Classical, Ng
classical, Alternative Models of Information Retdd — valuation Lexica

Information

8 Hours
n

Resources: World Net-Frame Net- Stemmers-POS TaBgsearch Corpora.

Course outcomes The students should be able to:




* Analyze the natural language text.

» Define the importance of natural language.
» Understand the concepts Text mining.

» lllustrate information retrieval techniques.

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questi@etecting one full question from each modul

11%

Text Books:

1. Tanveer Siddiqui, U.S. Tiwary, “Natural Languageod&ssing and Informatio
Retrieval”, Oxford University Press, 2008.

2. Anne Kao and Stephen R. Poteet (Eds), “Natural uaggProcessing and Text Mining
Springer-Verlag London Limited 2007.

>

Reference Books:

1. Daniel Jurafsky and James H Matrtin, “Speech andjuage Processing: Anintroduction
to Natural Language Processing, Computational listgs and SpeechRecognition”
2nd Edition, Prentice Hall, 2008.

2. James Allen, “Natural Language Understanding”, 2ndedition,
Benjamin/Cummingspublishing company, 1995.

3. Gerald J. Kowalski and Mark.T. Maybury, “InformatiGtorage and Retrieval systems
Kluwer academic Publishers, 2000.




CLOUD COMPUTING AND ITS APPLICATIONS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VI

Subject Code 17CS742 IA Marks

40

Number of Lecture Hours/Week 3 Exam Marks

60

Total Number of Lecture Hours 40 Exam Hours

03

CREDITS - 03

Module — 1

Teaching
Hours

Introduction ,Cloud Computing at a Glance, The &fisiof Cloud Computing

Defining a Cloud, A Closer
Characteristics and Benefits,

Look, Cloud Computing f&ence Model
Challenges Ahead, toHicsll

Oriented Computing,

Technologies, Amazon Web Services (AWS),
Azure, Hadoop, Force.com and Salesforce.com, Mswifrd&neka

Virtualization, Introduction, Characteristics ofriialized, Environments Taxono
of Virtualization Techniques, Execution Virtualimat, Other Types o0
Virtualization, Virtualization and Cloud ComputingPros and Cons
Virtualization, Technology Examples Xen: Paravilizetion, VMware: Full
Virtualization, Microsoft Hyper-V

Developments
Distributed Systems, Virtualization, Web 2.0, SegvOriented Computing, Utilityt
Building Cloud Computing Emviments, Applicatior
Development, Infrastructure and System Developmé&umputing Platforms an
GooglepEAmine, Microsoft

q

, 8 Hours

y

Module — 2

Cloud Computing Architecture, Introduction, CloudfBrence Model, Architecture 8 Hours

Infrastructure / Hardware as a Service, Platform &ervice, Software as a Servi
Types of Clouds, Public Clouds, Private Clouds, titybClouds, Community
Clouds, Economics of the Cloud, Open Challengeyu€lDefinition, Cloud
Interoperability and Standards Scalability and Fdwlerance Security, Trust, af
Privacy Organizational Aspects

Aneka: Cloud Application Platform, Framework Ovemwi Anatomy of the Anek
Container, From the Ground Up: Platform Abstractiomyer, Fabric Services
foundation Services, Application Services, BuildiAgeka Clouds, Infrastructur
Organization, Logical Organization, Private Clouedbyment Mode, Public Clou
Deployment Mode, Hybrid Cloud Deployment Mode, G@oBRrogramming an
Management, Aneka SDK, Management Tools

ce,

nd

A
e
d
i

Module — 3

Concurrent Computing: Thread Programming, IntrodgcParallelism for Singlg

Machine Computation, Programming Applications witireads, What is a Thread~

Thread APIs, Techniques for Parallel Computatiothwihreads, Multithreadin

with Aneka, Introducing the Thread Programming Mpdéneka Thread vs.

Common Threads, Programming Applications with An&kaeads, Aneka Threa
Application Model, Domain Decomposition: Matrix Mipglication, Functiona
Decomposition: Sine, Cosine, and Tangent.

High-Throughput Computing: Task Programming, Taskn@uting, Characterizin
a Task, Computing Categories, Frameworks for Taskn@lting, Task-base

Application Models, Embarrassingly Parallel Apptioas, Parameter Swee

28 Hours
2

Y

IS

[ONL®]




Applications, MPI Applications, Workflow Applicatic with Task Dependencies,
Aneka Task-Based Programming, Task Programming Mod2eveloping
Applications with the Task Model, Developing ParéneSweep Application,
Managing Workflows.

Module — 4

Data Intensive Computing: Map-Reduce ProgrammindgiatMs Data-Intensive8 Hours
Computing?, Characterizing Data-Intensive Componsti Challenges Ahead,
Historical Perspective, Technologies for Data-Iste@ Computing, Storage
Systems, Programming Platforms, Aneka MapReducgr&maming, Introducin

the MapReduce Programming Model, Example Applicatio

Module — 5

Cloud Platforms in Industry, Amazon Web Servicesmpute Services, Storag® Hours
Services, Communication Services, Additional Sewjc Google AppEngine,
Architecture and Core Concepts, Application Lifeef@y Cost Model, Observations,
Microsoft Azure, Azure Core Concepts, SQL Azure,nidiws Azure Platform
Appliance.
Cloud Applications Scientific Applications, Healdre: ECG Analysis in the Cloud,
Biology: Protein Structure Prediction, Biology: &eBxpression Data Analysis for
Cancer Diagnosis, Geoscience: Satellite Image Bsoug Business and Consumer
Applications, CRM and ERP, Productivity, Social Wetking, Media Applications,
Multiplayer Online Gaming.

Course outcomes The students should be able to:

» Understand the concepts of cloud computing, viizadibn and classify services of clo
computing

* lllustrate architecture and programming in cloud

» Define the platforms for development of cloud apgions and List the application
cloud.

ud

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questi@etecting one full question from each modul

11%

Text Books:
2. Rajkumar Buyya, Christian Vecchiola, and ThamardviS Mastering Cloud. Computin
McGraw Hill Education

Reference Books:

1. Dan C. Marinescu, Cloud Computing Theory and PeactMorgan Kaufmann, Elsevig
2013.




INFORMATION AND NETWORK SECURITY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VI

Subject Code 17CS743 IA Marks 40
Number of Lecture Hours/Week 3 Exam Marks 60
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03
Module — 1 Teaching
Hours

Introduction. How to Speak Crypto. Classic Cryp&mple Substitution Cipher.8 Hours
Cryptanalysis of a Simple Substitution. DefinitiohSecure. Double Transposition
Cipher. One-time Pad. Project VENONA. Codebook @ipkiphers of the Election
of 1876. Modern Crypto History. Taxonomy of Cryptaghy. Taxonomy of
Cryptanalysis.

Module — 2.

What is a Hash Function? The Birthday Problem.Ngptographic Hashes. 8 Hours
Tiger Hash. HMAC. Uses of Hash Functions. OnlindBiSpam Reduction. Other
Crypto-Related Topics. Secret Sharing. Key Esci®andom Numbers. Texas Hald
‘em Poker. Generating Random Bits. Information kiidi

Module — 3

Random number generation Providing freshness Fueni@ats of entity 8 Hours
authentication Passwords Dynamic password scheermskhowledge mechanisms
Further reading Cryptographic Protocols Protocosidsa From objectives to |a
protocol Analysing a simple protocol Authenticaticand key establishment
protocols

Module — 4

Key management fundamentals Key lengths and liegirKey generation Key8 Hours
establishment Key storage Key usage Governing keyagement Public-Key
Management Certification of public keys The cectite lifecycle Public-key
management models Alternative approaches

Module — 5

Cryptographic Applications Cryptography on the intt Cryptography for wireless8 Hours
local area networks Cryptography for mobile teleommications Cryptography fq
secure payment card transactions Cryptography fadeov broadcasting
Cryptography for identity cards Cryptography fonteusers

=

Course outcomes The students should be able to:

» Analyze the Digitals security lapses
» lllustrate the need of key management

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questi@etecting one full question from each modul

11%

Text Books:

1. Information Security: Principles and Practice, Hdition by Mark Stampviley
2. Everyday Cryptography: Fundamental Principles apglisations Keith M. Martin




Oxford Scholarship Online: December 2013

Reference Books:

1. Applied Cryptography Protocols, Algorithms, and 8®uCode in C by Bruce Schneier




UNIX SYSTEM PROGRAMMING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VI

Subject Code 17CS744 IA Marks

40

Number of Lecture Hours/Week 3 Exam Marks

60

Total Number of Lecture Hours 40 Exam Hours

03

CREDITS - 03

Module — 1

Teaching
Hours

Introduction: UNIX and ANSI Standards: The ANSI Gafdard, The ANSI/ISC
C++ Standards, Difference between ANSI C and C+ie POSIX Standards, Th
POSIX.1 FIPS Standard, The X/Open Standards. UNid BROSIX APIs: The
POSIX APIs, The UNIX and POSIX Development Enviremty APl Commor]
Characteristics.

D 8 Hours
e

Module — 2

UNIX Files and APIs: File Types, The UNIX and POSIEde System, The UNIX
and POSIX File Attributes, Inodes in UNIX System Xpplication Program
Interface to Files, UNIX Kernel Support for Filéelationship of C Stream Pointe
and File Descriptors, Directory Files, Hard and $8wgiit Links. UNIX File APIs:
General File APIs, File and Record Locking, Diregtbile APIs, Device File APIs
FIFO File APIs, Symbolic Link File APIs.

( 8 Hours

Module — 3

UNIX Processes and Process Control: The Environneénd UNIX Process:
Introduction, main function, Process Terminatiomn@nand-Line Arguments,
Environment List, Memory Layout of a C Program, f&hLibraries, Memory
Allocation, Environment Variables, setimp and langj Functions, getrlimit,
setrlimit Functions, UNIX Kernel Support for Proses. Process Control
Introduction, Process ldentifiers, fork, vfork, gxwait, waitpid, wait3, wait4
Functions, Race Conditions, exec Functions, Changiser IDs and Group IDs,
Interpreter Files, system Function, Process AcdéogntUser Identification,
Process Times, I/0O Redirection. Process Relatipsshintroduction, Terminal
Logins, Network Logins, Process Groups, SessionentrGlling Terminal,
tcgetpgrp and tcsetpgrp Functions, Job Control |l SBeecution of Programs,
Orphaned Process Groups.

8 Hours

Module — 4

Signals and Daemon Processes: Signals: The UNDAeéleBupport for Signals
signal, Signal Mask, sigaction, The SIGCHLD Sigaatl the waitpid Function, Th
sigsetimp and siglongjmp Functions, Kill, Alarm,tdrval Timers, POSIX.Ik
Timers. Daemon Processes: Introduction, Daemon &Cteistics, Coding Rule
Error Logging, Client-Server Model.

,8 Hours
e

JJ

Module — 5

Interprocess Communication : Overview of IPC Metho®ipes, popen, pclos

Functions, Coprocesses, FIFOs, System V IPC, Messageues, Semaphore

Shared Memory, Client-Server Properties, StreaneRipPassing File Descripto

58 Hours
RS,
S,

An Open Server-Version 1, Client-Server Conneckanctions.

Course outcomes The students should be able to:




* Understand the working of Unix Systems
» lllustrate the application/service over a UNIX syst

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering alltdpcs under a module.

The students will have to answer 5 full questi@e$ecting one full question from each modul

D

Text Books:

1. Unix System Programming Using C++ - Terrence CIRad, 1999.
2. Advanced Programming in the UNIX Environment - WiRdrd Stevens, Stephen A.
Rago, 3nd Edition, Pearson Education / PHI, 2005.

Reference Books:

1. Advanced Unix Programming- Marc J. Rochkind, 2ndti&d, Pearson Education, 2005.

2. The Design of the UNIX Operating System - Maurid@ath, Pearson Education / PHI,
1987.

3. Unix Internals - Uresh Vahalia, Pearson Educatifi)l.




SOFT AND EVOLUTIONARY COMPUTING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VI

Subject Code 17CS751 IA Marks 40

Number of Lecture Hours/Week 3 Exam Marks 60

Total Number of Lecture Hours 40 Exam Hours 03

CREDITS - 03

Module — 1 Teaching
Hours

Introduction to soft computing: ANN, FS,GA, S|, ESpmparing among intelligent8 Hours

systems

ANN: introduction, biological inspiration, BNN&ANN, classification, first
Generation NN, perceptron, illustrative problems
Text Book 1: Chapterl: 1.1-1.8, Chapter2: 2.1-2.6

Module — 2

Adaline, Medaline, ANN: (¥ generation), introduction, BPN, KNN,HNN, BAM,8 Hours
RBF,SVM and illustrative problems
Text Book 1: Chapter2: 3.1,3.2,3.3,3.6,3.7,3.10,3.1

Module — 3

Fuzzy logic: introduction, human learning ability, undecidalyili probability| 8 Hours
theory, classical set and fuzzy set, fuzzy set aiers, fuzzy relations, fuzzy
compositions, natural language and fuzzy interpimis, structure of fuzzy
inference system, illustrative problems
Text Book 1. Chapter 5

Module — 4

Introduction to GA, GA, procedures, working of GBA applications, applicability, 8 Hours
evolutionary programming, working of EP, GA basedd¥ine learning classifig
system, illustrative problems

Text Book 1: Chapter 7

-

Module — 5

Swarm Intelligent system:Introduction, Background of SlI, Ant colony system | 8 Hours
Working of ACO, Particle swarm Intelligence(PSO).
Text Book 1. 8.1-8.4, 8.7

Course outcomes The students should be able to:

» Understand soft computing techniques
» Apply the learned techniques to solve realistabpEms
» Differentiate soft computing with hard computinghaiques

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questi@etecting one full question from each modul

11%

Text Books:

1. Soft computing : N. P Padhy and S P Simon , Oxtémtversity Press 2015

Reference Books:

1. Principles of Soft Computing, Shivanandam, Deepd Wiley India, 2011.




COMPUTER VISION AND ROBOTICS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VI

Subject Code 17CS752 IA Marks

40

Number of Lecture Hours/Week 3 Exam Marks

60

Total Number of Lecture Hours 40 Exam Hours

03

CREDITS - 03

Module — 1

Teaching
Hours

CAMERAS: Pinhole CamerasRadiometry — Measuring Light: Light in Space

Light Surfaces, Important Special Case&¥urces, Shadows, And Shading:

Qualitative Radiometry, Sources and Their Effect®cal Shading Models
Application: Photometric Stereo, Interreflectioralobal Shading ModelsColor:

The Physics of Color, Human Color Perception, Regméng Color, A Model for

Image Color, Surface Color from Image Color.

8 Hours

Module — 2

Linear Filters: Linear Filters and Convolution, Shift Invariant kear Systemg

Spatial Frequency and Fourier Transforms, Samphlng Aliasing, Filters as

Templates, Edge Detection: Noise, Estimating Derivatives, Detecting Edg
Texture: Representing Texture, Analysis (and Synthesis) gJ§irnented Pyramids
Application: Synthesis by Sampling Local Modelsafé from Texture.

,8 Hours

es,

Module — 3

The Geometry of Multiple Views: Two Views, Stereopsis: Reconstruction
Human Stereposis, Binocular Fusion, Using More GameSegmentation by
Clustering: What Is Segmentation?, Human Vision: Grouping anets@lt,
Applications: Shot Boundary Detection and Backgobu8ubtraction, Imag
Segmentation by Clustering Pixels, SegmentatioGtaph-Theoretic Clustering,

8 Hours

11%

Module — 4

Segmentation by Fitting a Model: The Hough Transform, Fitting Lines, Fittir
Curves, Fitting as a Probabilistic Inference Peahl RobustnessSegmentation

and Fitting Using Probabilistic Methods: Missing Data Problems, Fitting, and

Segmentation, The EM Algorithm in PracticEsacking With Linear Dynamic
Models: Tracking as an Abstract Inference Problem, Linegndiic Models
Kalman Filtering, Data Association, Applicationgdaexamples

@ Hours

Module — 5

Geometric Camera Models:Elements of Analytical Euclidean Geometry, Cam
Parameters and the Perspective Projection, Affiaen&as and Affine Projectig
Equations,Geometric Camera Calibration: Least-Squares Parameter Estimati
A Linear Approach to Camera Calibration, Taking Ra@istortion into Account
Analytical Photogrammetry, An Application: MobilRobot LocalizationModel-
Based Vision: Initial Assumptions, Obtaining Hypotheses by Posmsistency
Obtaining Hypotheses by pose Clustering, Obtaimdygotheses Using Invariant
Verification, Application: Registration In Medicalmaging Systems, Curve
Surfaces and Alignment.

eBaHours
n
on,

o O

Course outcomes The students should be able to:

* Implement fundamental image processing technigegsired for computer vision

» Perform shape analysis




* Implement boundary tracking techniques

» Apply chain codes and other region descriptors

* Apply Hough Transform for line, circle, and ellipdetections.
» Apply 3D vision techniques.

* Implement motion related techniques.

» Develop applications using computer vision techagju

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questi@etecting one full question from each modul

11%

Text Books:

1. David A. Forsyth and Jean Ponce: Computer VisidgnModern Approach, PHI
Learning (Indian Edition), 2009.

Reference Books:

2. E. R. Davies: Computer and Machine Vision — Thedklgorithms and Practicalities,
Elsevier (Academic Press)" &dition, 2013.




DIGITAL IMAGE PROCESSING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VI

Subject Code 17CS753 IA Marks 40
Number of Lecture Hours/Week 3 Exam Marks 60
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03
Module — 1 Teaching
Hours

Introduction Fundamental Steps in Digital Image Processing, @orapts of an 8 Hours
Image Processing System, Sampling and Quantizé®eptesenting Digital Images
(Data structure), Some Basic Relationships Betwé&®xels- Neighbors and
Connectivity of pixels in image, Applications of &me Processing: Medical
imaging, Robot vision, Character recognition, Resrféénsing.

Module — 2

Image Enhancement In The Spatial Domain: Some Basic Gray Level8 Hours
Transformations, Histogram Processing, Enhancentésing Arithmetic/Logic
Operations, Basics of Spatial Filtering, SmoothiSpgatial Filters, Sharpening
Spatial Filters, Combining Spatial Enhancement déh

Module — 3

Image Enhancement In Frequency Domain: 8 Hours
Introduction, Fourier Transform, Discrete Fourigafisform (DFT), properties
of DFT , Discrete Cosine Transform (DCT), Imagéefiing in frequency domain.

Module — 4

Image Segmentatio: Introduction, Detection of isolated points, lidetection,| 8 Hours
Edge detection, Edge linking, Region based segrtientaRegion growing, split
and merge technique, local processing, regionatgsging, Hough transforn
Segmentation using Threshold.

-

Module — 5

Image Compressior: Introduction, coding Redundancy , Inter-pixeluadancy, 8 Hours
image compression model, Lossy and Lossless cosipredduffman Coding,
Arithmetic Coding, LZW coding, Transform Coding,tBumage size selection,
blocking, DCT implementation using FFT, Run lengtiding.

Course outcomes The students should be able to:

» Explain fundamentals of image processing
e Compare transformation algorithms
» Contrast enhancement, segmentation and compressiomques

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering alltdpcs under a module.

The students will have to answer 5 full questi@e$ecting one full question from each modul

D

Text Books:
1. Rafael C G., Woods R E. and Eddins S L, Digital gedrocessing, Prentice Hall®
edition, 2008.

Reference Books:




1. Milan Sonka,”lImage Processing, analysis and Mackis®n”, Thomson Press India
Ltd, Fourth Edition.

2. Fundamentals of Digital Image Processing- Anil &nJ2nd Edition, Prentice Hall of
India.

3. S. Sridhar , Digital Image Processing, Oxford Ursity Press, %' Ed, 2016.




STORAGE AREA NETWORKS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VI

Subject Code 17CS754 IA Marks 40
Number of Lecture Hours/Week 3 Exam Marks 60
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03
Module — 1 Teaching
Hours

Storage Systemintroduction to evolution of storage architectukey data center8 Hours
elements, virtualization, and cloud computing. Kiya center elements — Host (or

compute), connectivity, storage, and application bath classic and virtual
environments. RAID implementations, techniques, lawvedls along with the impact
of RAID on application performance.Components eélilgent storage systems and
virtual storage provisioning and intelligent stagagystem implementations.

Module — 2

Storage Networking Technologies and Virtualization Fibre Channel SAN 8 Hours
components, connectivity options, and topologiesluting access protectign
mechanism ‘zoning”, FC protocol stack, addressing aperations, SAN-based
virtualization and VSAN technology, iSCSI and F@iftocols for storage access
over IP network, Converged protocol FCoE and itsiponents, Network Attached
Storage (NAS) - components, protocol and operatioRge level storage
virtualization, Object based storage and unifiedage platform.

Module — 3

Backup, Archive, and Replication This unit focuses on information availability3 Hours
and business continuity solutions in both virtuadiz and non-virtualize
environments. Business continuity terminologieanping and solutions, Clustering

and multipathing architecture to avoid single p®iot failure, Backup and recovery

- methods, targets and topologies, Data dedupdicaéind backup in virtualized
environment, Fixed content and data archive, Logglication in classic and virtual
environments, Remote replication in classic andugir environments, Three-site
remote replication and continuous data protection

Module — 4

Cloud Computing Characteristics and benefit<This unit focuses on the busines® Hours
drivers, definition, essential characteristics, aithses of journey to the Clou
,Business drivers for Cloud computing, Definitionf &loud computing
Characteristics of Cloud computing, Steps involwedransitioning from Classi
data center to Cloud computing environment Serviged deployment model
Cloud infrastructure components, Cloud migrationsiderations

Uy—CJ

Module — 5

Securing and Maraging Storage Infrastructure This chapter focuses Qqr8 Hours
framework and domains of storage security alonghwiovering security,
implementation at storage networking. Securityedits, and countermeasures| in
various domains Security solutions for FC-SAN, IRNSand NAS environments,
Security in virtualized and cloud environments, Moring and managing various
information infrastructure components in classicd amirtual environments,
Information lifecycle management (ILM) and storagjering, Cloud service




management activities |

Course outcomes The students should be able to:

» Identify key challenges in managing information amadalyze different storag
networking technologies and virtualization

» Explain components and the implementation of NAS

» Describe CAS architecture and types of archivesfamds of virtualization

» lllustrate the storage infrastructure and manage¢aeivities

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questi@etecting one full question from each modul

11%

Text Books:

1. Information Storage and Management,Author :EMC Etioa Services, Publisher:
Wiley ISBN: 9781118094839

2. Storage Virtualization, Author: Clark Tom, PubkshAddison Wesley Publishing
Company ISBN : 9780321262516

Reference Books:

NIL




MACHINE LEARNING LABORATORY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VI

Subject Code 17CSL76 IA Marks 40

Number of Lecture Hours/Week 011 + 02P Exam Marks 0 6

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02

Description (If any):

1. The programs can be implemented in either JAVAyghéh.
2. For Problems 1 to 6 and 10, programs are to belajg® without using the built-in
classes or APIs of Java/Python.
3. Data sets can be taken from standard repositpries
(https://archive.ics.uci.edu/ml/datasets.html) @mstructed by the students.

Lab Experiments:

1. Implement and demonstratethEIND-Salgorithm for finding the most specific
hypothesis based on a given set of training datgks. Read the training data from a
.CSV file.

2. For a given set of training data examples storedainCSV file, implement angd
demonstrate th€andidate-Elimination algorithmto output a description of the set |of
all hypotheses consistent with the training exasiple

3. Write a program to demonstrate the working of tkeeiglon tree baselD3 algorithm.
Use an appropriate data set for building the decidree and apply this knowledge
toclassify a new sample.

4. Build an Artificial Neural Network by implementinthe Backpropagation algorithm
and test the same using appropriate data sets.

5. Write a program to implement thive Bayesian classifie for a sample training data
set stored as a .CSV file. Compute the accuratlyeo€lassifier, considering few test data
sets.

6. Assuming a set of documents that need to be dedsilise thenaive Bayesiar
Classifier model to perform this task. Built-in Java clas8®3/can be used to write the
program. Calculate the accuracy, precision, anallréar your data set.

7. Write a program to construcBayesian networl considering medical data. Use this
model to demonstrate the diagnosis of heart patiesing standard Heart Disease Data
Set. You can use Java/Python ML library classes/API

8. Apply EM algorithm to cluster a set of data stored in a .CSV filee the same data set
for clustering usingk-Means algorithm. Compare the results of these two algorithms
and comment on the quality of clustering. You catd alava/Python ML library
classes/API in the program.

9. Write a program to implemehtNearest Neighbour algorithrr to classify the iris data
set. Print both correct and wrong predictions. [Rython ML library classes can be used
for this problem.

10.Implement the non-parametrimcally Weighted Regressioalgorithm in order to fit
data points. Select appropriate data set for yppe®ment and draw graphs.

Study Experiment / Project:

NIL

Course outcomes The students should be able to:




Understand the implementation procedures for thehma learning algorithms.
Design Java/Python programs for various Learniggréhms.

Apply appropriate data sets to the Machine Learaiggrithms.

Identify and apply Machine Learning algorithms tdve real world problems.

PwnhE

Conductlon of Practical Examination:

» All laboratory experiments are to be included foagtical examination.

» Students are allowed to pick one experiment froenoh

» Strictly follow the instructions as printed on tt@ver page of answer script

» Marks distribution: Procedure + Conduction + ViMa+ 70 +15 (100)
Change of experiment is allowed only once and markalotted to the procedure part to be
made zero.




WEB TECHNOLOGY LABORATORY WITH MINI PROJECT
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VI

Subject Code 17CSL77 IA Marks 40

Number of Lecture Hours/Week 011 + 02P Exam Marks 0 6

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02

Description (If any):

NIL

Lab Experiments:

PART A

1.

Write a JavaScript to design a simple calculatopéoform the following operations:

sum, product, difference and quotient.

Write a JavaScript that calculates the squaresabés of the numbers from 0 to 10 and

outputs HTML text that displays the resulting valire an HTML table format.

Write a JavaScript code that displays text “TEXTRING” with increasing font siz¢
in the interval of 100ms in RED COLOR, when thetfgize reaches 50pt it displa
“TEXT-SHRINKING” in BLUE color. Then the font sizdecreases to 5pt.

Develop and demonstrate a HTML5 file that includagaScript script that uses functia
for the following problems:

a. Parameter: A string

b. Output: The position in the string of the left-musivel

c. Parameter: A number

d. Output: The number with its digits in the reversees

Design an XML document to store information abostwdent in an engineering colle
affiliated to VTU. The information must include USName, and Name of the Colleg
Branch, Year of Joining, and email id. Make up skengata for 3 students. Create a G
style sheet and use it to display the document.

Write a PHP program to keep track of the numberisifors visiting the web page and
display this count of visitors, with proper heading

Write a PHP program to display a digital clock whaisplays the current time of the
server.

Write the PHP programs to do the following:

a. Implement simple calculator operations.

b. Find the transpose of a matrix.

c. Multiplication of two matrices.

d. Addition of two matrices.

Write a PHP program named states.py that declaresmri@ble states with valu
"Mississippi Alabama Texas Massachusetts Kansaste @ PHP program that does t
following:

a. Search for a word in variable states that endsa@ $tore this word in element

A1

S

<

ns

ge
e,
SS

to




of a list named statesList.
b. Search for a word in states that begins with k ands in s. Perform a cas
insensitive comparison. [Note: Passing re.las arskgarameter to methd

compile performs a case-insensitive comparisorateSthis word in elementl of

statesList.
c. Search for a word in states that begins with M amdk in s. Store this word
in element 2 of the list.
d. Search for a word in states that ends in a. Skaseatord in element 3 of the list.
10. Write a PHP program to sort the student record<hvhare stored in the database us
selection sort.

Study Experiment / Project:

Develop a web application project using the langgagnd concepts learnt in the theory and
exercises listed in part A with a good look and &f#ects. You can use any web technologies
and frameworks and databases.
Note:
1. In the examination each student picks one gprefbm part A.
2. A team of two or three students must develemtimi project. However during
the examination, each student must demonstratertject individually.
3. The team must submit a brief project reportZ09pages) that must include the
following
a. Introduction
b. Requirement Analysis
c. Software Requirement Specification
d. Analysis and Design
e. Implementation
f. Testing

Course outcomes The students should be able to:

» Design and develop dynamic web pages with goodheesisense of designing and
latest technical know-how's.

» Understand the concepts of Web Application Ternugas, Internet Tools other we
services.

» Recall how to link and publish web sites

Conduction of Practical Examination:

All laboratory experiments from part A are to beluded for practical examination.
Mini project has to be evaluated for 40 Marks.

Report should be prepared in a standard formatpbesl for project work.
Students are allowed to pick one experiment froendk

Strictly follow the instructions as printed on tt@ver page of answer script.
Marks distribution:

f) Part A: Procedure + Conduction + ViV@0 + 42 +09 =60 Marks

g) Part B: Demonstration + Report + Viva vat@+14+06 = 4Marks

Change of experiment is allowed only once and mallkéted to the procedure part to be mad

ogkwnE

e-
d

ng
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e
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INTERNET OF THINGS TECHNOLOGY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VIII

Subject Cod 17CS81 IA Marks 40

Number of Lecture Hours/We 04 Exam Mark: 60

Total Number of Lecture Hol 50 Exam Hour 03
CREDITS - 04

Module — 1 Teaching

Hours

What is IoT, Genesis of 10T, 10T and DigitizatidoT Impact, Convergence of IT and Ic| 10 Hours

IoT Challenges, 10T Network Architecture and Desid@rivers Behind New Networ

Architectures, Comparing IoT Architectures, A Siifiptl 10T Architecture, The Core loT

Functional Stack, IoT Data Management and ComptaekS

Module — 2

Smart Objects: The “Things” in 10T, Sensors, Actugt and Smart Objects, Sen| 10 Hours

Networks, Connecting Smart Objects, Communicat(nteria, loT Access Technologies.

Module — 3

IP as the loT Network Layer, The Business CaselfgrThe need for Optimizatio| 10 Hours

Optimizing IP for 10T, Profiles and Compliances, ppation Protocols for 10T, The

Transport Layer, 10T Application Transport Methods.

Module — 4

Data and Analytics for 1oT, An Introduction to DaAmalytics for 10T, Machine Learnin 10 Hours

Big Data Analytics Tools and Technology, Edge Strieg Analytics, Network Analytics,

Securing IoT, A Brief History of OT Security, Comme&hallenges in OT Security, How IT

and OT Security Practices and Systems Vary, FoRmk Analysis Structures: OCTAVE

and FAIR, The Phased Application of Security irCperational Environment

Module -5

IoT Physical Devices and Endpoir- Arduino UNO Introduction to Arduino, Arduini 10 Hours

UNO, Installing the Software, Fundamentals of ArduiProgramming. lo
Physical Devices and Endpoints - RaspberryPi: thtction to RaspberryPi, About th

o
e
RaspberryPi Board: Hardware Layout, Operating Syst®n RaspberryPi, Configuring
g

RaspberryPi, Programming RaspberryPi with PythorireMss Temperature Monitorin
System Using Pi, DS18B20 Temperature Sensor, CtingeRaspberry Pi via SSH

Accessing Temperature from DS18B20 sensors, Reaumtess to RaspberryPi, Smart and
Connected Cities, An loT Strategy for Smarter Giti8mart City IoT Architecture, Smart

City Security Architecture, Smart City Use-Case fagées.

Course Outcomes After studying this course, students will be alo

» Interpret the impact and challenges posed by |dWvarks leading to new architectural models
» Compare and contrast the deployment of smart abgaatl the technologies to connect then|

network.
» Appraise the role of loT protocols for efficienttwerk communication.
» Elaborate the need for Data Analytics and SecuritgT.

n to




» lllustrate different sensor technologies for segsinl world entities and identify the applicatig
of 10T in Industry.

Question paper pattern:

The question paper will have tquestions

There will be 2 questions from each module.

Each question will have questions covering alltthics under a module.

The students will have to answer 5 full questiaetecting one full question from each module.

Text Books:

1. David Hanes, Gczalo Salgueiro, Patrick Grossetete, Robert Bartigrome Henr"loT
Fundamentals: Networking Technologies, Protocols, ral Use Cases for the Internet o
Things”, 1°Edition, Pearson Education (Cisco Press IndianiR@p(iSBN: 978-9386873743)

2. Srinivasa K G;'Internet of Things”, CENGAGE Leaning India, 2017

Reference Books:

1. Vijay Madisetti and ArshdeepBahc‘Internet of Things (A Hands-on-Approach)”, 1°Edition,
VPT, 2014. [SBN: 978-8173719547)

2. Raj Kamal,“Internet of Things: Architecture and Design Principles”, 1*' Edition, McGraw
Hill Education, 2017.16BN: 978-9352605224)




BIG DATA ANALYTICS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER — VIII

Subject Code 17CS82 IA Marks 40
Number of Lecture Hours/Week 4 Exam Marks 60
Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04
Module — 1 Teaching
Hours

Hadoop Distributed File System Basics, Running BExamPrograms angd10 Hours
Benchmarks, Hadoop MapReduce Framework, MapRedwggdmming

Module — 2

Essential Hadoop Tools, Hadoop YARN Applicationsandging Hadoop with10 Hours
Apache Ambari, Basic Hadoop Administration Procegur

Module — 3

Business Intelligence Concepts and Application,aDatarehousing, Data Mining,10 Hours
Data Visualization

Module — 4

Decision Trees, Regression, Artificial Neural Netks) Cluster Analysis, 10 Hours
Association Rule Mining

Module — 5

Text Mining, Naive-Bayes Analysis, Support Vectoadliines, Web Mining, Sociall0 Hours
Network Analysis

Course outcomes The students should be able to:

» Explain the concepts of HDFS and MapReduce framlewor

* Investigate Hadoop related tools for Big Data Atiaty and perform basic Hadoc
Administration

* Recognize the role of Business Intelligence, Datxelousing and Visualization
decision making

» Infer the importance of core data mining technicieeslata analytics

» Compare and contrast different Text Mining Teche&u

p

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering alltdpcs under a module.

The students will have to answer 5 full questi@e$ecting one full question from each modul

11%

Text Books:

1. Douglas EadlinéHadoop 2 Quick-Start Guide: Learn the Essentials 6 Big Data
Computing in the Apache Hadoop 2 Ecosystem"]®Edition, Pearson Education, 201
ISBN-13: 978-9332570351

2. Anil Maheshwari,“Data Analytics”, 1% Edition, McGraw Hill Education, 2017. ISBN
13: 978-9352604180

6.

Reference Books:

1) Tom White,“Hadoop: The Definitive Guide”, 4" Edition, O'Reilly Media, 2015.ISBN}

13: 978-9352130672




2) Boris Lublinsky, Kevin T.Smith, Alexey Yakubovic®rofessional Hadoop
Solutions", 1°Edition, Wrox Press, 2014I1SBN-13: 978-8126551071

3) Eric SammetHadoop Operations: A  Guide for Developers and
Administrators", 1°Edition, O'Reilly Media, 2012.ISBN-13: 978-93502892




HIGH PERFORMANCE COMPUTING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER — VIII

Subject Code 17CS831 IA Marks 40
Number of Lecture Hours/Week 3 Exam Marks 60
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03
Module — 1 Teaching
Hours
Introduction: Computational Science and Engineering Computational Science08 Hours

and Engineering Applications; characteristics arehuirements,
and Partitioning,
parallel programming, Real-world case studies (drawom multi-scale, multi
discipline applications)

Review of
Computational Complexity, Performance: metrics amelasurements, Granularity
Locality: temporal/spatial/str@kernel, Basic methods for

Module — 2

High-End Computer Systems
Homogeneous and Heterogeneous, Shared-memory SyicinMatltiprocessors

Vector Computers, Distributed Memory Computers, e8apmputers and Petascal
Systems, Application Accelerators / ReconfiguraBtamputing, Novel computers:

Stream, multithreaded, and purpose-built

Memory Hierarchies, Multi-core Processor€8 Hours

e

Module — 3

Parallel Algorithms: Parallel models: ideal and real frameworks,

Lists, Trees, Graphs, Randomization: Parallel @sdtandom Number Generato
Sorting, Monte Carlo techniques

Bagi8 Hours
Techniques: Balanced Trees, Pointer Jumping, Diadé Conquer, Partitioning
Regular Algorithms: Matrix operations and Lineargébra, Irregular Algorithms:

IS,

Module — 4
Parallel Programming: Revealing concurrency in applications, Task a8 Hours
Functional Parallelism, Task Scheduling, Synchratnin Methods, Parallel

Primitives (collective operations), SPMD Programgifthreads, OpenMP, MPI
I/O and File Systems, Parallel Matlabs (Paralleltists Star-P, Matlab MPI
Partitioning Global Address Space (PGAS) langua@$8C, Titanium, Globa
Arrays)

Module — 5

Achieving Performance: Measuring performance, Identifying performar
bottlenecks, Restructuring applications for deepmory hierarchies, Partitionin
applications for heterogeneous resources, usingtiegi libraries, tools, an
frameworks

@8 Hours

Course outcomes The students should be able to:

» lllustrate the key factors affecting performance€C&E applications
» lllusrate mapping of applications to high-perforrmaromputing systems

* Apply hardware/software co-design for achieving@enance on real-world applicatior

1S

Question paper pattern:
The question paper will have ten questions.




There will be 2 questions from each module.
Each question will have questions covering allttpcs under a module.
The students will have to answer 5 full questi@etecting one full question from each modul

D

Text Books:

1.

2.

Introduction to Parallel Computing, AnanthGrama,shanl Gupta, George Karypis, apd
Vipin Kumar, 2nd edition, Addison-Welsey, 2003.
Petascale Computing: Algorithms and Applicationayid A. Bader (Ed.), Chapman &
Hall/CRC Computational Science Series, 2007

Reference Books:

1.

2.

Grama, A. Gupta, G. Karypis, V. Kumar, An Introdoatto Parallel Computing, Design
and Analysis of Algorithms: 2/e, Addison-Wesley020
G.E. Karniadakis, R.M. Kirby I, Parallel ScientfiComputing in C++ and MPI: 4
Seamless Approach to Parallel Algorithms and tHemplementation, Cambridg
University Press,2003.

Wilkinson and M. Allen, Parallel Programming: Tedues and Applications Using
Networked Workstations and Parallel Computers, Bfentice Hall, 2005.

M.J. Quinn, Parallel Programming in C with MPI @@denMP, McGraw-Hill, 2004.
G.S. Almasi and A. Gottlieb, Highly Parallel Comimgg, 2/E, Addison-Wesley, 1994.
David Culler Jaswinder Pal Singh,"Parallel Computerhitecture: A hardware/Software
Approach”, Morgan Kaufmann, 1999.

Kai Hwang, "Scalable Parallel Computing”, McGrawi HD98.

D *




USER INTERFACE DESIGN
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER — VIII

Subject Code 17CS832 IA Marks 40

Number of Lecture Hours/Week 3 Exam Marks 60

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Module — 1 Teaching

Hours

Introduction-Importance-Human-Computer interfacereleteristics of graphigsO8 Hours

interface-Direct manipulation graphical system -bwaser interface-popularity-

characteristic & principles.

Module — 2

User interface design process- obstacles-usabilityjan characteristics in design 88 Hours

Human interaction speed-business functions-req@nenanalysis-Direct-Indiregt

methods-basic business functions-Design standgsiera timings - Human

consideration in screen design - structures of menfunctions of menus-contents

of menu-formatting -phrasing the menu - selectirepmchoice-navigating menus-

graphical menus.

Module — 3

Windows: Characteristics-components-presentationylestypes-managementsd8 Hours

organizations-operations-web systems-device-basettals: characteristics-Screen

-based controls: operate control - text boxes-selecontrol-combination control-

custom control-presentation control.

Module — 4

Text for web pages - effective feedback-guidancas&istance-Internationalization08 Hours

accessibility -lcons-Image-Multimedia-coloring.

Module — 5

Windows layout-test :prototypes - kinds of testsetest - Information search|08 Hours

visualization - Hypermedia - www - Software tools.

Courseoutcomes The students should be able to:

» Design the user interface, menu creation and wisdowation and connection betweel

menu and windows
» Describe and explain the user interface designgssoc

N

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questi@a$ecting one full question from each modul

D

Text Books:

1. Wilbent. O. Galitz ,"The Essential Guide to Useehface Design”, John Wiley& Sons,

2001.

Reference Books:

1. Ben Sheiderman, "Design the User Interface”, PedEstucation, 1998.

2. Alan Cooper, "The Essential of User Interface De'§i§Viley - Dream Tech Ltd., 2002.




NETWORK MANAGEMENT
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VIII

Subject Code 17CS833 IA Marks

40

Number of Lecture Hours/Week 3 Exam Marks

60

Total Number of Lecture Hours 40 Exam Hours

03

CREDITS - 03

Module — 1

Teaching
Hours

Introduction:  Analogy of Telephone Network Management, Data

Telecommunication Network Distributed computing Eorments, TCP/IP-Base
Networks: The Internet and Intranets, Communicati®notocols and Standard
Communication Architectures, Protocol Layers andviSes; Case Histories (

Networking and Management — The Importance of togpl, Filtering Does Not

Reduce Load on Node, Some Common Network Proble@isallenges o
Information Technology Managers, Network Managemésals, Organizatior
and Functions- Goal of Network Management, NetwBrkvisioning, Network

System Management, Network Management System piatf@urrent Status a

aBdHours
d
S_
f

Operations and the NOC, Network Installation andintéance; Network ar:r
d

Future of Network Management.

Module — 2

Basic Foundations: Standards, Models, and Langudigwork Managemer

Standards, Network Management Model, Organizatiaddll Information Model +

Management Information Trees, Managed Object Petisps, Communicatiol
Model; ASN.1- Terminology, Symbols, and Conventio®bjects and Data Type

Object Names, An Example of ASN.1 from ISO 8824¢d&thing Structure; Macros

Functional Model.

t8 Hours

\

[2)

Py

Module — 3

SNMPv1 Network Management: Managed Network: Thetd#ys of SNMP
Management, Internet Organizations and standamternlet Documents, The SNM
Model, The Organization Model, System Overview. Tinédormation Model —

Introduction, The Structure of Management Inforimati Managed Objects

Management Information Base. The SNMP Communicalitmdel — The SNMH

Architecture, Administrative Model, SNMP Specificats, SNMP Operations

SNMP MIB Group, Functional Model SNMP ManagementRMON: Remote
Monitoring, RMON SMI and MIB, RMONI1- RMON1 TextuaConventions
RMON21 Groups and Functions, Relationship Betweemt@b and Data Tableg
RMON1 Common and Ethernet Groups, RMON Token Rimxgeision Groups|
RMON2 — The RMON2 Management Information Base, RN2OGlonformance
Specifications.

8 Hours
P

D

Module — 4

Broadband Access Networks, Broadband Access TesyoHFCT Technology
The Broadband LAN, The Cable Modem, The Cable Modemmination System

The HFC Plant, The RF Spectrum for Cable Modemal2wer Cable, Referen¢

Architecture; HFC Management — Cable Modem and CMM&agement, HFC

Link Management, RF Spectrum Management, DSL Tdolgyp Asymmetric




Digital Subscriber Line Technology — Role of the 3ID Access Network in an
Overall Network, ADSL Architecture, ADSL Channelingchemes, ADSL
Encoding Schemes; ADSL Management — ADSL Networkagment Elements,
ADSL Configuration Management, ADSL Fault Managem&DSL Performance
Management, SNMP-Based ADSL Line MIB, MIB Integoati with Interfaceg
Groups in MIB-2, ADSL Configuration Profiles

Module — 5

Network Management Applications: Configuration Mgement- Network 8 Hours
Provisioning, Inventory Management, Network Topglogault Management- Fault
Detection, Fault Location and Isolation 24 TechegjuPerformance Management —
Performance Metrics, Data Monitoring, Problem Isola Performance Statistics;
Event Correlation Techniques — Rule-Based Reaspiifugiel-Based Reasoning,
CaseBased Reasoning, Codebook correlation Modsk Jtransition Graph Model,
Finite State Machine Model, Security Management clickes and Procedures,
Security Breaches and the Resources Needed to reréMeem, Firewalls
Cryptography, Authentication and Authorization, edli/Server Authenticatio
Systems, Messages Transfer Security, Protectiddetivorks from Virus Attacks,
Accounting Management, Report Management, Poli@sel Management, Service
Level Management.

Course outcomes The students should be able to:

* Analyze the issues and challenges pertaining tcagement of emerging network
technologies such as wired/wireless networks agld-Bpeed internets.

* Apply network management standards to manage pahctetworks

» Formulate possible approaches for managing OSlarktmodel.

» Infer SNMP for managing the network

» Infer RMON for monitoring the behavior of the netko

» Identify the various components of network and falate the scheme for the managin
them

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering alltdpcs under a module.

The students will have to answer 5 full questi@e$ecting one full question from each modul

D

Text Books:

1. Mani Subramanian: Network Management- PrinciplesRractice, 2nd Pearson
Education, 2010.

Reference Books:

1. J. Richard Burke: Network management Concepts aactiPes: a Hands-On Approach
PHI, 2008.




SYSTEM MODELLING AND SIMULATION
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VIII

Subject Code 17CS834 IA Marks

40

Number of Lecture Hours/Week 3 Exam Marks

60

40 Exam Hours

Total Number of Lecture Hours

03

CREDITS - 03

Module — 1

Teaching
Hours

Introduction: ~ When simulation is the appropriate tool and whenisi not
appropriate, Advantages and disadvantages of SiimuojaAreas of application
Systems and system environment; Components oftarsyB®iscrete and continuol
systems, Model of a system; Types of Models, DiseEvent System Simulati
Simulation examples: Simulation of queuing systen@&eneral Principles,
Simulation Software:Concepts in Discrete-Event Simulation.
Scheduling / Time-Advance Algorithm, Manual simidatUsing Event Schedulin

08 Hours
IS
n

The Event-

Module — 2

Statistical Models in Simulation :Review of terminology and concepts, Use
statistical models,Discrete distributions. Contimsialistributions,Poisson proce
Empirical distributions.

Queuing ModelsCharacteristics of queuing systems,Queuing notaAtwrg-run
measures of performance of queuing systems,Longreasures of performance
gueuing systems cont...,Steady-state behavior of M¢@Eue, Networks of queue

fli8 Hours
5S,

of

Module — 3

Random-NumberGeneration:Properties of random numbers; Generation
pseudo-random numbers, Techniques for generatingora numbers,Tests fq
Random NumbersRandom-Variate Generation: ,Inverse transform technigy
Acceptance-Rejection technique.

Module — 4

Input Modeling: Data Collection; Identifying the distribution withata, Parametg
estimation, Goodness of Fit Tests, Fitting a natisbary Poisson proces
Selecting input models without data, Multivariatelaime-Series input models.
Estimation of Absolute Performance:Types of simulations with respect to outj

analysis ,Stochastic nature of output data, Measwfeperformance and thei

estimationContd..

Module — 5

Measures of performance and their estimation,Outmalysis for terminatin
simulations Continued..,Output analysis for stesidye simulations.

Verification, Calibration And Validation: Optimization: Model building
verification and validation, Verification of simuian models, Verification o
simulation models,Calibration and validation of ratsl Optimization vig
Simulation.

j08 Hours

Course outcomes The students should be able to:

» Explain the system concept and apply functional elind method to model the activitie

of a static system

S



» Describe the behavior of a dynamic system and e@atnalogous model for a dynamniic
system;

» lllustrate the operation of a dynamic system an&emaprovement according to the
simulation results.

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questi@etecting one full question from each modul

11%

Text Books:

3

1. Jerry Banks, John S. Carson Il, Barry L. Nelsonvi®&. Nicol: Discrete-Event Syster
Simulation, 5 th Edition, Pearson Education, 2010.

Reference Books:

1. Lawrence M. Leemis, Stephen K. Park: Discret&vent Simulation: A First
Course, Pearson Education, 2006.

2. Averill M. Law: Simulation Modeling and Analis, 4 th Edition, Tata McGraw-
Hill, 2007




INTERNSHIP / PROFESSIONAL PRACTISE
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 -2018)
SEMESTER - VIII

Subject Code 17CS84 IA Marks 50
Duration 4 weeks Exam Marks 50
Exam Hours 03
CREDITS - 02

Description (If any):




With reference to the above subject, this is to inform that the following
are the guidelines to be followed for the Internship Programme and the earlier
circular as cited in ref (i) is hereby withdrawn:

1) As per the 150B.9 the Internship Programme duration is of Eight weeks. However it
has been reduced to Four weeks and it should be carried out between (VI and VII
Semester) Vacation and/or (VII and VIII Semester) Vacation.

2) The internship can be carried out in any Industry/R and D Organization/Research
Institute/ Educational institute of repute.

3) The Institutions may also suggest the students to enrol for the Internshala
platform for free internships as there is a MoU with the AICTE for the beneficial
of the affiliated Institutions (https://internshala.com/)

4) The Examination of Internship will be carried out in line with the University
Project Viva-voce examination.

5) (a) The Department/college shall nominate staff member/s to facilitate, guide and
supervise students under internship. (b) The Internal Guide has to visit place of
internship at least once during the student’s internship.

6) The students shall report the progress of the internship to the guide in regular
intervals and scek his/her advice.

7) After the completion of Internship, students shall submit a report with completion
and attendance certificates to the Head of the Department with the approval of both
internal and external guides.

8) The Examination of Internship will be carried out in line with the University
Project Viva-voce examination.

9] There will be 50 marks for CIE (Seminar: 25, Internship report: 25) and 50 marks
for Viva — Voce conducted during SEE. The minimum requirement of CIE marks shall
be 50% of the maximum marks.

10) The internal guide shall award the marks for seminar and internship report after
evaluation. He/she will also be the internal examiner for Viva — Voce conducted during
SEE.

11) The external guide from the industry shall be an examiner for the viva voce on
Internship. Viva-Voce on internship shall be conducted at the college and the date of
Viva-Voce shall be fixed in consultation with the external Guide. The Examiners shall
jointly award the Viva - Voce marks.




1d) In case the external Guide expresses his inability to conduct viva voce, the Chief
Superintendent of the institution shall appoint a senior faculty of the Department to
conduct viva-voce along with the internal guide. The same shall be informed in writing
to the concerned Chairperson, Board of Examiners (BOE). d

13) The students are permitted to carry out the internship anywhere in India or
abroad. The University will not provide any kind of financial assistance to any student
for carrying out the Internship.

Course outcomes The students should be able to:
Adapt easily to the industry environment
Take part in team work

Make use of modern tools

Decide upon project planning and financing.
Adapt ethical values.

Motivate for lifelong learning

ogkwnE




PROJECT WORK PHASE I
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 -2018)
SEMESTER - VIII

Subject Code 17CSP85 IA Marks 100

Number of Lecture Hours/Week 06 Exam Marks 100

Total Number of Lecture Hours -- Exam Hours 03
CREDITS - 06

Description (If any):

Project: Carried out at the Institution or at adustry.

Project work shall preferably be batch wise, threrggth of each batch shall not exceed

maximum of four students
Viva-voce examination in project work shall be cood batch-wise.

For Project Phase —I and Project seminar and Rr8&jease —Il, the CIE shall be 1D0

respectively.

The CIE marks in the case of projects in the fyedr shall be based on the evaluation at

the end of VIII semester by a committee consistirigthe Head of the concerned

Department and two senior faculty members of thpddtenent, one of whom shall be the

project guide.

Minimum requirement of CIE marks for Project wortkadl be 50% of the maximum

marks.

Students failing to secure a minimum of 50% of @E marks in Project work shall not
be eligible for the Project examination conductedtiire University and they shall be
considered as failed in that/those Course/s. Howeahey can appear for University

examinations conducted in other Courses of the sseneester and backlog Courses if
any. Students after satisfying the prescribed mimmCIE marks in the Course/s when

offered during subsequent semester shall appe&H&r
Improvement of CIE marks shall not be allowed injéct where the student has alreg
secured the minimum required marks
For a pass in a Project/Viva-voce examinationudestt shall secure a minimum of 4(
of the maximum marks prescribed for the Univerdiyamination. The Minimun
Passing Grade in a Course is ‘E’.

The student who desires to reject the results s#naester shall reject performance in
the Courses of the semester, irrespective of whehieestudent has passed or failed
any Course. However, the rejection of performaricéll semester project shall not k
permitted

Course outcomes The students should be able to:

1.

Identify a issue and derive problem related toetycienvironment, economics, energy
and technology

Formulate and Analyze the problem and determinetbee of the solution chosen
Determine , dissect, and estimate the paramegggsired in the solution.

Evaluate the solution by considering the standatd dObjective function and by using
appropriate performance metrics.

Compile the report and take part in present / ghbig the finding in a reputed
conference / publications

dy

%
|

all
in
e

Attempt to obtain ownership of the solution / proddeveloped.







SEMINAR
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 -2018)
SEMESTER — VIII

Subject Code 17CSS86 IA Marks 100

Number of Lecture Hours/Week 04 Exam Marks --

Total Number of Lecture Hours -- Exam Hours --
CREDITS -01

Description:

Seminar: Deliverable at the Institution under thpesvision of a Faculty.
Seminar is one of the head of passing. i) Eachidatelshall deliver seminar as per 1
Scheme of Teaching and Examination on the topicsein from the relevant fields f
about 30 minutes. ii) The Head of the Departmerdllsimake arrangements f
conducting seminars through concerned faculty mesiw# the Department. Th
committee constituted for the purpose by the HddadeoDepartment shall award the G
marks for the seminar. The committee shall cordighree faculty from the Departme
and the senior most acting as the Chairman/ChawopefTo be read along with 17 Q
8.6]

For Technical seminar, the CIE marks shall be 100.
The CIE marks in the case of projects and seminats final year shall be based on |
evaluation at the end of VIII semester by a conesittonsisting of the Head of t
concerned Department and two senior faculty memtiietise Department, one of who
shall be the project / seminar guide.

For seminar, the minimum requirement of CIE markallsbe 40% of the maximur
marks.
If any student fails to secure a minimum of 40%he&f maximum CIE marks in seming
fails to deliver the seminar, he/she shall be aered as failed in that Course and s
not be eligible for the award of degree. Howeuee, $tudent shall become eligible for t
award of degree after satisfying the requirememesgribed for seminar during tk
subsequent semester/s.
Improvement of CIE marks shall not be allowed im8war where the student has alreg
secured the minimum required marks.

Seminar topics must be from recent advancemeriteeidomain.

Each candidate must submit three copies of therrépathe department. One for t
candidate, one for the guide and one for the dejest.
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Course outcomes The students should be able to:

Survey the changes in the technologies relevant to the topic selected
Discuss the technology and interpret the impact on the society, environment and
domain.

Compile report of the study and present to the audience, following the ethics.




